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DocumentDB 



 
DocumentDB is plainly a database for documents. But its existence raises a 

number of questions: 

1. Why might I want to place documents into a database? Why not, for 

instance, just place the information contained within the documents in plain 

form, the way we normally do with databases? 

2. What do we mean by “document”? 

3. Why was there a need to introduce a database specifically for documents? 

4. What are the advantages of DocumentDB? 

5. What are the disadvantages of DocumentDB? 

 

We start with a presentation from 2019 by Joseph Idziorek and Antra Grover. 

 

 

 

Joseph Idziorek’s name is among fifteen associated with the paper that laid out the architectural 

design of DynamoDB. This was the AWS non-relational database announced in 2012. Here we 

are, seven years later, seeing the release of DocumentDB. 



 

 

 

Straightaway in this presentation, we are given an answer to the question of why 

we need a database specifically for documents: 

As you folks well know, we have many databases at AWS. The reason for 

this is that we really don’t believe there is a one-size-fits-all database.  

[Idziorek 2019] 

 

A slide shows the array of databases which AWS offers. Indeed, Relational Database 

Service (RDS) is the Amazon offering for relational databases, Amazon ElastiCache 

is for in-memory databases, Amazon Neptune is for with graphical databases, 

Amazon Timestream is for time series data, Amazon Quantum Ledger Database is 

for ledger data. The slide says “search” – this is probably referring to Amazon Open 

Search, but there is also Amazon Kendra for building enterprise search systems and 

CloudSearch, released in 2012. 

Joseph Idziorek [Idziorek 2010] 



 

Idziorek and AWS’s statement is completely unsatisfactory, however. He says “we 

really don’t believe there is a one-size-fits-all database.” What we want to know, 

however is the reason AWS hold this belief. Why is it that we cannot use as database 

to fit everything? What will happen if the correct database is not used? Surely data is 

data, after all. 

Idziorek suggests some reasons for using the document model starting with the fact 

that 

if you think about the document model, this is how humans intuitively model 

data.  

We think about hierarchical lists. For folks taking notes—you know, back in 

university when you made notes—you know, you write things in hierarchical 

lists. You tab and you indent and you have lists. That’s how you conceptually 

think about modelling data – and JSON lends itself really nicely to that data 

model. 

We don’t typically think in normalized tables and rows. That’s not a data 

model that we have ingrained in our head. 

So, it’s very flexible from that perspective. 

[Idziorek 2019] 

In this informal passage, we are given hints about what a document is. It looks to 

be a textual representation, which allows you to indent lines of text and represent 

hierarchies. Idziorek also suggests a reason to employ this document entity. The 

reason is that “this is how humans intuitively model data”. Idziorek has in mind 



somebody listening to a lecture, writing out notes. Presumably, the argument is 

that because humans use the document format in this way, when the document 

format is used in DocumentDB, it is easier for humans to input data into it. 

Whether this holds is not immediately clear. Documents, do, after all seem to be 

nothing but agglomerations of smaller data types such as Booleans, integers, strings 

and so on. 

 

 

 



The slides above describe a distinction between normalized and denormalized data. 

Documents consist of denormalized data. We see some keys, in JSON format (name, 

price, rating). The second slide highlights a second reason for using the document 

format. Namely, (1) documents can be written in JSON, which stands for JavaScript 

Object Notation and (2) JSON is the de facto API output. We want to use APIs, so 

we should use the document format. 

 

Idziorek gives another reason for using document databases. It is “natural” to model 

data in JSON. Above we see an equation. The name of the object is yelp_api. The 

method, belonging to the object is search_query. Presumably, Idziorek is referring 

to the fact that JSON is object-oriented and so tries to mimic the way things are in 

the world. The text above, for example, is human-readable and it is plain what the 

data is doing. We have a search query; the term search for is “ice cream” and there 

are three more parameters (location, sort_by and limit). 



 

The final reason for using document databases is that they allow you to “store, 

query and index JSON data natively”. Idziorek says: 

 It’s a really easy, natural way for us to model data in our application. 

In the slide above, we can see a for… in structure. Presumably, this slide shows 

JSON being used within JavaScript. The JSON is being queried natively. In other 

words, we can simply refer to the words in the JSON document, and do not need to 

perform any transformation on the data. 

We are given a summary of the four reasons for using a document database: 

 



As a listener, I still have some questions. In what sense do we still have a database? 

If a database consists of rows and columns of cells, do we find documents placed in 

particular cells? This must be the way things are, as I cannot envisage it being another 

other way. Perhaps a single JSON document is to be considered a database. The 

lines of text are to be regarded as rows etc. It is hard to formulate why this is not the 

way it is – after all, an indentation could be translated to a skipping over of a column; 

blank lines are blank rows. None of these fundamental issues—the sense in which 

we have a document and a database—are touched upon by Idziorek. 

Idziorek then seemingly turns to a new discussion topic – when you should use a 

document database. This discussion could involve a discussion of when the document 

model is appropriate (drawing limits on the situations in which we should use 

DocumentDB) but in reality, similar points are made as were in the previous topic.  

  

 

The slide above shows five items, but these are things anybody would want. Anybody 

would want a flexible schema; anybody would want ad hoc query capabilities; anybody 

would want flexible indexing. So, this is not helpful as a discussion of situations in 

which document databases are appropriate – it is more of the rolling off of benefits 

which Amazon love to do. Anyhow, it is clear that the next questions we need to 

think about are that of why, exactly, a document database allows flexible indexing. 

Furthermore, Why does a document database allow ad hoc query capabilities? 

 

 



 

Idziorek does point out that there are many situations in which a document 

database would not be appropriate.  

 

Architectural details 

The presentation then turns towards a number of architectural details of AWS 

DocumentDB. They fall into the following sections: 

 

 

 



 

Sometimes storage is distinct from databases, so it is interesting that above they talk about 

autoscaling storage. 

 

 



What does it mean to scale monolithically? Perhaps it means that if one of the six 

components on the lefthand side scales, then they must all scale. 

 

A traditional database architecture is distinguished from a cloud-native database 

architecture.  

 

In the image above, things have changed. There is no longer a rectangle which says 

“application”. It no longer says “buffer cache” and instead just says “caching”. 

There are five components in total. 



 

With a cloud-native database architecture, the storage is decoupled from the 

compute. The block of rectangles at the top is the compute, and the block at the 

bottom is the storage. 

 

We can see that the two, horizontal blue rectangles have been preserved from the 

previous slide. 

You will notice arrays of rectangles in the image above. Perhaps these represent 

storage volumes. Each array contains fifteen rectangles. Some of the rectangles are 

coloured in, having a solid green colour. Others have a solid orange colour. Why 

are there two colours being used? In each availability zone, the rectangles which are 



coloured in are the same. For example, in all three availability zones, the top left 

rectangle is solid green. In all three zones, on the bottom row, there is a box 

coloured in orange which is second from the left. 

 

The slide above shows that one instance, of the three, is performing both reads 

and writes. Two of the compute instances are only reading the storage. We 

designate the instance that is both reading and writing as the primary instance. The 

other two compute instances are designates as replica instances. 

 

 



 

 

In the slide above, we can see that the availability goal is much higher, being four 

nines. To achieve this, we need to have three compute instances. Notice how not 

all of the compute instances need to have the capability to perform writes. 

 

While displaying the slide above, Idziorek says: 

One of the other advantages that we do is—because we push the replication 

and durability down into the storage layer, the replica instances don’t 

actually participate in the durability of your writes. If you think about 



traditional database architectures, what typically happens is you will write to 

the primary, the primary will send that over to the replica. Both of them 

kind of do this race to write down to disk on both instances, right? 

They both come up at some time—coalesce at the primary, say “yes, we 

both wrote to disk”. And then you return back to the client. That’s typically 

how it works with traditional database architectures.  

With DocumentDB, the storage layer handles the durability and replication 

and writes go through the primary. 

That means the replicas don’t participate in the durability of the data, and 

that frees them up to do a lot more work for you. You’re not concerned 

about writes blocking reads and reads blocking writes, and this confluence 

of traffic happening on the replicas. They basically become isolated targets 

for you to be able to have other read workloads work on them. That gives 

you a lot more bang for the buck, because you can use those as read targets. 

So, we actually highly encourage our customers to connect to their clusters 

as a Replica Set, which means that our client is aware of the cluster 

topography, and then be able to choose a read preference of “Secondary 

Preferred” – which means that if there are secondaries, read from them 

[and] if not, read from the primary. 

[Idziorek 2019: 18:28] 

 

 

 

 

 

https://youtu.be/D3_hWN9C9iE?t=1108


 

 

 

 

Joseph Idziorek says: 

Failure recovery is the same way. What we usually talk about in databases is 

how long it takes to do a failover. With DocumentDB, it’s typically 30 

seconds. What we often don’t talk about, though, is how long it takes your 



database to recover [that thing you lost]. Conceivably, that database is there 

because you want it or need it.  

Those are things that you want to be there, because you paid for it, and if 

you paid for it, then you want it there. So, How long does it take to recover 

that? 

Again, it’s a function of eight to ten minutes to spin up that EC2 instance. 

[Idziorek 2019: 20:41] 

 

 

 

 

 

https://youtu.be/D3_hWN9C9iE?t=1241


 

 

 

Glossary 
Start-stop cluster – a feature found in DocumentDB. 

MongoDB –  

ReplicaSet -  
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AWS Backup 

 
1. What are the important issues when it comes to backing up 

data? 

2. Why do we need AWS Backup? 

3. What are the disadvantages of AWS Backup? 

 
Before the launch of AWS Backup, customers had to separately schedule backups from native 

service consoles. This overhead was also present when there was a need to change backup 

schedules, or initiate a restore across multiple AWS services. AWS Backup solves this problem 

by providing customers with a single pane of glass to create/maintain backup schedules, perform 

restores, and monitor backup/restore jobs. 

[Fiore 2019] 
Additional Tips 

Here are some additional hints and tips for working with AWS Backup: 

Resource Relationships 

There may be cases where, for audit or compliance purposes, you must identify the relationship 
of a deleted resource with a recovery point in AWS Backup. For example, you may have EBS 
volume snapshots going back a number of years after an underlying Amazon EC2 instance was 
terminated. You must be able to provide evidence to an auditor that the EBS volume for your 
snapshot was associated with the terminated EC2 instance. 

For situations like these, I recommend enabling AWS Config configuration recording of your 
AWS resources. This helps identify and track AWS resource relationships (including deleted 
resources) for up to seven years. 

Backup Overlaps 

If you use any scripts or AWS Lambda functions to take snapshots of AWS resources that are 
also being protected by AWS Backup, I recommend ensuring that there is no overlap between 
AWS Backup and your scripts/Lambda functions, as this can lead to backup job failures. 

https://docs.aws.amazon.com/config/latest/developerguide/stop-start-recorder.html


Regional Resource Assignments 

AWS Backup supports resource assignments within the same Region. Separate backup plans 
must be created to back up AWS resources within that Region. For an up-to-date listing of 
Regions currently supported by AWS Backup, see the AWS Region table. 

Restore Validation 

Generally, the most comprehensive data-protection strategies include regular testing and 
validation of your restore procedures before you need them. Testing your restores also helps in 
preparing and maintaining recovery runbooks. That, in turn, ensures operational readiness during 
a disaster recovery exercise, or an actual data loss scenario. 

Encryption Permissions 

When using AWS Backup with encrypted resources, such as EBS volumes, the AWS Backup 
IAM service role must be granted permissions to the AWS KMS keys used to encrypt your 
resources. For more information about adding the default service 
role AWSBackupDefaultServiceRole as a new KMS key user, see Editing Keys. 

Snapshot Limits 

As your AWS footprint grows over time, the number of snapshots in your account will also grow. 
You will want to review your service limits on a regular basis to ensure you aren’t in danger of 
getting close to snapshot-related service limits, which can cause your backups to fail. An easy 
way to keep track of these and other service limits is to utilize AWS Trusted Advisor , as it will 
report on major service limits regardless of which support plan you subscribe to. In the event that 
you notice any service limits reaching the Yellow or Red Criteria, you can open a Service Limit 
Increase case for the protected service (i.e. RDS, EBS, etc.) through the AWS Support Center. 
You can find more information on managing service limits and requesting service limit increases 
in our AWS Support Knowledge Center 

 

https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
https://aws.amazon.com/kms/
https://docs.aws.amazon.com/kms/latest/developerguide/editing-keys.html#editing-keys-console
https://aws.amazon.com/premiumsupport/technology/trusted-advisor/
https://console.aws.amazon.com/support/
https://aws.amazon.com/premiumsupport/knowledge-center/manage-service-limits


 
 

 

 

 

 

 

 

 

 

 

 

 

Presentation by Rajesh Vijayaraghavan 



 
Announcing AWS Backup logically 
air-gapped vault (Preview) 
Posted On: Aug 9, 2023 

Today, AWS Backup announces the preview of logically air-gapped vault, a new type of AWS 
Backup Vault that allows secure sharing of backups across accounts and organizations, 
supporting direct restore to help reduce recovery time from a data loss event. AWS Backup is a 
fully managed service that centralizes and automates data protection across AWS services and 
hybrid workloads. Logically air-gapped vault stores immutable backup copies that are locked by 
default, and isolated with encryption using AWS owned keys. 

Get started with logically air-gapped vault using the AWS Backup console, API, or CLI. Target 
backups to a logically air-gapped vault by specifying it as a copy destination in your backup plan. 
The vault can be shared for recovery with other accounts using AWS Resource Access Manager 
(RAM). Once you share the vault with a recovery or test account, you can initiate direct restore 
jobs from that account, eliminating the overhead of copying backups first. 

AWS Backup logically air-gapped vault (Preview) is available in US East (Virginia) Region. It 
currently supports backup and restore of Amazon Elastic Compute Cloud (Amazon EC2), 
Amazon Elastic Block Store (Amazon EBS), Amazon Relational Database Service (Amazon 
RDS), Amazon Simple Storage Service (Amazon S3), and Amazon Elastic File System (Amazon 
EFS). For more information on this preview, visit the AWS Backup product page, documentation, 
and the launch blog. To enroll in this preview, send a request via email to aws-backup-vault-
preview@amazon.com. 

 

 
 

 

Corey Quinn in an email on 14th August 2023 

https://aws.amazon.com/backup/
https://aws.amazon.com/backup/faqs/
https://docs.aws.amazon.com/aws-backup/latest/devguide/logicallyairgappedvault.html
https://aws.amazon.com/blogs/storage/introducing-aws-backup-logically-air-gapped-vault/
mailto:%20aws-backup-vault-preview@amazon.com
mailto:%20aws-backup-vault-preview@amazon.com
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EventBridge 
Introducing Amazon EventBridge 
Posted On: Jul 11, 2019 

Amazon EventBridge is a serverless event bus that makes it easy to connect applications 
together using data from your own applications, Software-as-a-Service (SaaS) applications, and 
AWS services. EventBridge delivers a stream of real-time data from event sources, such 
Zendesk, Datadog, or Pagerduty, and routes that data to targets like AWS Lambda. You can set 
up routing rules to determine where to send your data to build application architectures that react 
in real time to all of your data sources. EventBridge allows you to build event-driven 
architectures, which are loosely coupled and distributed. This improves developer agility as well 
as application resiliency. EventBridge makes it easy to build event-driven applications because it 
takes care of event ingestion and delivery, security, authorization, and error-handling for you. 
EventBridge leverages the CloudWatch Events API, so CloudWatch Events users can access 
their existing default bus, rules, and events in the new EventBridge console, as well as in the 
CloudWatch Events console. 

EventBridge supports 10 SaaS application partners and 90+ AWS Services as event sources. To 
become an EventBridge SaaS integration partner, please visit the EventBridge partner page.   

There is no up-front cost commitment or minimum fee for using EventBridge, and you pay only 
for the events published to your event bus. All state change events published by AWS services 
are free. 

You can get started with EventBridge using the AWS Management Console, Command Line 
Interface (CLI), or SDK. You can create a new event bus and receive events from SaaS 
applications in minutes; then simply create a rule to match events from a list of AWS services or 
SaaS applications and proceed to set up targets for your events. 

EventBridge is generally available today in the following regions: US East (Ohio and N. Virginia), 
US West (Oregon and N. California), Canada (Central), EU (Stockholm, Paris, Ireland, Frankfurt, 
and London), Asia Pacific (Mumbai, Tokyo, Hong Kong, Seoul, Singapore, and Sydney), and 
South America (Sao Paulo). 

To learn more about EventBridge: 

• Read the AWS News blog post 

• Visit the Amazon EventBridge product page 

• Read the Amazon EventBridge Developer Guide 
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https://aws.amazon.com/blogs/aws/amazon-eventbridge-event-driven-aws-integration-for-your-saas-applications/
https://aws.amazon.com/eventbridge/
https://docs.aws.amazon.com/eventbridge/index.html
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Glossary 
Golden AMI - A golden AMI is an AMI that contains the latest security patches, software, configuration, and 

software agents that you need to install for logging, security maintenance, and performance monitoring. [Waikar 

2017] 
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Introducing Savings Plans 
Posted On: Nov 6, 2019 

Today we are announcing Savings Plans, a new flexible pricing model that allows customers to 
save up to 72% on Amazon EC2 and AWS Fargate in exchange for making a commitment to a 
consistent amount of compute usage (e.g. $10/hour) for a 1 or 3 year term. With a Savings Plan, 
usage up to the commitment will be charged at the discounted Savings Plan rates and any usage 
beyond the commitment will be charged at regular On Demand rates. Savings Plans offer 
significant savings over On Demand, just like Reserved Instances, but automatically reduce 
customers’ bills on compute usage across any AWS region, even as usage changes. This 
provides customers the flexibility to use the compute option that best suits their needs and 
continue to save money, all without having to perform exchanges or modifications. 

Starting today, Savings Plans are available in all AWS regions outside of China. Click here to 
learn more about Savings Plans.   

 

 

 

 

 

 

 

Kenneth Clarke is acknowledged by those on both sides of the political spectrum to be one of the United Kingdom’s greatest 

post-war Chancellors of the Exchequer  

Saving Plans 

https://aws.amazon.com/blogs/aws/new-savings-plans-for-aws-compute-services
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Srinivasan Sengamedu and Daniela Tzvetkova presenting in 2019, the year Amazon CodeGuru 

was announced 
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Fraud Detector 
 

 

Let’s explore this service, entitled Amazon Fraud Detector. Initially, we need to 

answer a number of questions: 

1. What is fraud? 

2. What is Amazon Fraud Detector? 

3. What are the advantages of the product? 

4. What are the disadvantages of the product? 

5. Are there any disadvantages to using ML on fraud? 

6. What special considerations need to be taken when dealing with fraud 

carried out using computers? 

7. Are there any disadvantages to preventing fraud in real time? 

 

Let’s begin with the first question, What is fraud? Well, [O’Neill] tells us that: 

A philosophical conception of fraud, inspired by Kant, defines it as denying 

to the weaker party in a financial transaction (such as a consumer or 

investor) information that is necessary to make a rational (or autonomous) 

decision. 

[O’Neill] 

We know intuitively what fraud is. When you feel that you have been the victim of 

fraud, you feel cheated. The verbose definition above is compatible with this. It tells 

us that fraud involves information being withheld. The “weaker party” is misled, 

because they are not in full possession of the facts. Here are some examples of 

fraud in everyday life: 

1. Somebody uses a counterfeit bank note in a pub. 

2. Somebody uses a false identity (such as a false name) while engaging in a 

personal relationship with another. 

3. An educational company promises textbooks to students but never provides 

them. 

We can generalise that last example. Any situation involving a company which 

promises some service, takes money, and then fails to provide the service, might be 

said to have committed fraud. The second example, involving a personal 

relationship, would be contested by some as a true example of fraud. This is because 



it involves a personal relationship, and not necessarily any financial transaction. Such 

a situation might involve an intelligence agent initiating a sexual relationship with 

somebody, motivated perhaps by love of country but with no particular penchant 

for money (similar to the plot in [Lester 2016] and [Patterson 2022]). This alerts us 

to the fact that fraud is usually associated with deception for financial gain, as opposed 

to deception more generally. 

But some might argue that the above example, in which the victim of the fraud is 

used for their information—and not primarily their money—is in fact an example 

of fraud. Consider academia, an industry supposedly devoted to harvesting 

knowledge. If somebody were to publish an academic paper which contained false 

results, then this would be considered fraud. Yet here, the victims of the fraud (the 

readers of the paper) have no cash leave their bank account. Liam Kofi Bright has 

refined a theory about why fraudulent scientific investigations occur. The consensus 

is that when fraud occurs, scientists seek credit for their findings, and place this 

desire for self-promotion above a concern for the truth. It follows that in order to 

tackle fraud, scientists must simply more vigorously aim for the truth, while they 

meanwhile (justly) aim to take credit for good work. Bright argues that this is not an 

effective strategy: 

Simply making truth compete on equal footing with credit only changes the 

situations in which scientists are incentivised to commit fraud, but does 

nothing to suggest that scientists will be incentivised to commit fraud less 

often. 

[Bright 2016] 

In other words, we cannot simply ask scientists to aim for both credit and truth – 

or, rather, this will do nothing to reduce fraud. What reasons does Bright have for 

suggesting this? Well, he points out that there are in fact ways in which aggressively 

demanding that somebody spread truths can cause them—incentivise them—to 

spread lies. Bright outlines “noble lies”, which are slight distortions of the finer 

details brought about so that people arrive at truths. You commit a “noble lie” 

because you want others to arrive at the truth and in fact 

The desire to see the truth propagated can make scholars willing to pay the 

cost associated with fraud, taking on a risk to their personal career for the 

sake of what they believe to be the communal good. 

Bright refers to scientific atlas compilers who would leave out certain features, which 

they predict would mislead the reader. “Scientists would avoid reproducing exactly 

the observed sample in their image, since they feared prompting readers to mistake 

what was peculiar to this sample for a typical property of the object” [Bright 2016]. 

Bright also points out that for scholars, 



Truth seeking is liable to make the most epistemically powerful, those most 

able to sway the opinion of others, more likely to commit fraud. 

This is because if a scholar is influential, their paper—false though it might be—may 

represent a well-defined falsehood, whose consideration will help others to arrive at 

the truth. It prods and pokes the wider community. Thus, publishing the false paper 

will help the community to arrive at the truth. 

All these considerations lead Bright to conclude that in order to reduce fraudulent 

papers, it is not sufficient to ask scholars to aim for both credit for their work as well 

as the truth. This latter project (asking scholars to maintain both these motivations) 

is referred to by Bright as the “motive modification tradition”. 

This concludes the discussion of what fraud is. Fraud is withholding information or 

lying. It is often a crime. 

Amazon Fraud Detector 

At the ReInvent conference in 2019, two AWS representatives delivered a 

presentation about the new product. In the low-resolution image below, Ryan 

Schmiedl is on the left, and Nick Tostenrude on the right. The individual in the 

centre is Kara Suro, a representative from the financial services company Charles 

Schwab. 

 
Quick Demo 



 

The presentation begins with a quick demonstration. In the image above, we see a 

field for a username, password, and email address to be inputted. This is a sign-up 

form. Tostenrude inputs an example user, password and email address. The screen 

then shows “thank you for registering”. Why? Because the email address generated 

an fraud score of 431. This is considered to be a low score. In fact, the web page for 

the demo was configured to display the fraud score. 

 

Tostenrude then inputs a different “high risk” email address. This time, instead of 

being told “thank you for registering” immediately, the user is asked to input a 

phone number. This did happen when the email address was low risk. 



 

This email address generated a risk score of 548. This was higher than 431. All this 

serves to demonstrate the way two email addresses were treated differently. 

“Amazon Fraud Detector can enable you to dynamically adjust the customer 

experience based on risk” Toldenrude tells us. 

Schmiedl makes the point that the customer experience of the latter, suspect user is 

slightly diminished. It is more of a hassle for this user, because they must input their 

phone number. He suggests that the virtue of Amazon Fraud Detector (AFD) is the 

ability to tailor the experience to the user—to minimise the users who are hassled. 

Types of Fraud 

 

Fraud at AWS, at banks, and online, comes into a number of recognisable types. 

There is payment fraud, account takeover, and abuse. Schmiedl tells us that the 



payment model used by AWS is particularly prone to fraud. AWS is a “post-pay 

service”. You do not provide cash immediately – when you sign up to use AWS, 

you provide the form for payment (the details of a credit card) but not the matter 

(not the actual cash). Sometimes people pay for AWS products which they cannot 

in fact afford. Schmiedl says: 

We accept pre-paid cards. With a pre-paid card, you do not know how much 

they’re going to use. You can do an auth, it can go through, and if they start 

using and consuming services beyond what’s on that card, you’re left 

holding the bag. 

[Schmiedl 2019] 

To “do an auth” must be to do an authentication (an establishing of the identity of 

the person holding the card). 

What about abuse? Schmiedl says “abuse is defined from the position of your 

organization. What types of activities do you want to prevent?” We are told that for 

AWS in particular, there is free-tier abuse, promotional abuse, folks that are trying 

to use some kind of promotion, and create hundreds of accounts, trying to figure 

out how to either sell the accounts or chain the accounts together to do something 

for free”. 

Sometime, people set up a premium phone number. They associate an account with 

a phone number, which costs money to call. AWS then call the number, and are 

charged money. 

Fraud at Schwab 

 



 

Glossary 
Fraud -  

Abuse – 

Synthetic ID -   

True party -  
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Kendra 

 



 

 
 
What does the word “kendra” mean? It is hard to find reliable sources on this. I know it’s a 

popular name in the USA: Kendra Wilkinson appeared on the British television programme 

I’m a Celebrity Get me Out of Here; Kendra Brooks is an activist working on education in 

Philadelphia; and Kendra Smith is a bassist, active in the eighties, who went to live in a cabin 

in the woods. 

I also know that in India there are things called KVKs. Starting in the 1970s, the government 

set up KVKs, which are centres of agricultural research. They’re a sort of bridge between the 

scientific research of the universities and the farmers “on the ground”. (Here is Modi visiting 

a KVK in the state of Maharashtra; here is a video on a KVK further south, in Kerala, and 

their work on bananas). In July 2020, there were 721 KVKs across India. 

https://www.youtube.com/watch?v=Pc4JpYW17mk&ab_channel=I%27mACelebrity...GetMeOutOfHere%21
https://youtu.be/pBnG49zSWaw?t=155
https://www.youtube.com/watch?v=ud56aBFEiNE&ab_channel=bonzoboydog
https://www.youtube.com/watch?v=SU4HUj0w5GE&ab_channel=NarendraModi
https://www.youtube.com/watch?v=D9UvAaKF-NI&ab_channel=kissankerala
https://www.icar.org.in/content/agricultural_extension_division


Incidentally, Werner Vogels recently visited Bengaluru (the “Silicon Valley of India”) where he 

learnt about technology empowering artisans who handcraft things such as lampshades (see 

thomu bommalata). Note that Vogels really focusses on farmers in his episode on Jakarta. 

KVK stands for Krishi Vigyan Kendra. This means something like "farm science centre”. 

There are also forest science centres in India known as Van Vigyan Kendra. The Indian 

government has a centre devoted to malware called the “Cyber Swachhta Kendra”. Finally, 

there is a conference centre in New Delhi called the Vigyan Bhawan. The Prime Minister often 

speaks here. “Vigyan Bhawan” is often transliterated as “science building”. This all makes 

clear that it’s Vigyan that roughly means science. 

As for the “kendra” in KVK, this means “centre”. In many Ancient Greek works you can find 

a word similar to “kendra”. It always denotes some sort of sharp point. Homer uses it to refer 

to the pointed stick used to prod horses; Plato uses it to refer to the centre of a circle; 

Aristophanes uses it to refer to the sting of a wasp; Polybius for the pointed part of a spear. 

So, we can see that “kendra” has roots in Proto-Indo-European language. 

What’s the point of Amazon Kendra? This is Amazon’s contribution to the domain of 

enterprise search. What on earth is meant by enterprise search? 

Well, we can start by contrasting an enterprise search with other types of search. When you 

search for something on google.com, a search engine systematically goes through documents 

available on the web. You’ve performed a web search. You might also perform a desktop 

search. However, what we are interested in is internal employees within a company searching 

the vast amounts of information held by the company. This is enterprise search. 

Do yourself a favour and read the first chapter of Martin White’s book entitled Enterprise 

Search. It has a swallow (bird) on the cover. Another of White’s books is called Making Search 

Work (2007). White is in fact ‘a chemist by training’, as a result, he’s been able to help many 

pharmaceutical companies with complex information discovery challenges. He is a fellow of 

the Royal Society of Chemistry. Learn more on his page on Sheffield University, England (he 

is  a Visiting Professor). 

“Search Patterns” (2010) can be okay for beginners. Again, this is O’Reilly and there is a 

butterfly on the front cover. Some reviews are not great. Discover more books here. This area 

is not boring. 

Amazon Kendra uses machine learning to improve the accuracy of searches within an 

enterprise. This marketing video from AWS goes through the problems faced in implementing 

enterprise search: 

• the majority of data today is unstructured and siloed.  

• Key word searches lack context 

• Search results are often inaccurate 

Amazon Kendra to the rescue! It alleviates these problems with machine learning. It uses new 

methods as well: “going beyond keyword matching, Kendra uses natural language 

understanding, and reading comprehension”. Getting machines to really comprehend a text 

they’ve just read is harder than you might imagine, as this Amazon Science article proves. 

Kendra allows you to use things called relevance sliders. These allow you to tune your 

results. “Tune” here seems to mean alter the way Kendra regards certain features, in 

prioritizing search items.  Determine whether the popularity of  a result should be considered; 

the authority of the source of an item; or the freshness of the item. 

We know that searching for things helps you do things. So presumably, the service is called 

Kendra because it allows you to find precisely what you’re looking for, giving you a higher 

degree of control over your environments. This is in line with centres in India—for helping 

farmer control the natural world—and sharp sticks used in Ancient Greece. Searching for 

https://www.youtube.com/watch?v=2n7bm0mteG0&list=PLhr1KZpdzukdIpgzSSCkNsnRAwDz6Xx5B&index=9&ab_channel=AmazonWebServices
https://en.wikipedia.org/wiki/Tholu_bommalata#Puppet_making
https://www.youtube.com/watch?v=a42kxHSX4Xw&list=PLhr1KZpdzukdIpgzSSCkNsnRAwDz6Xx5B&index=1&ab_channel=AmazonWebServices
https://www.csk.gov.in/
https://www.youtube.com/watch?v=jgMrzbASRpY&ab_channel=DDNews
http://www.perseus.tufts.edu/hopper/text?doc=Perseus:abo:tlg,0012,001:23:387&lang=original
http://www.perseus.tufts.edu/hopper/text?doc=Perseus:abo:tlg,0059,031:54e&lang=original
http://www.perseus.tufts.edu/hopper/text?doc=Perseus:abo:tlg,0019,004:225&lang=original
http://www.perseus.tufts.edu/hopper/text?doc=Perseus:abo:tlg,0019,004:225&lang=original
https://en.wikipedia.org/wiki/Enterprise_search
https://en.wikipedia.org/wiki/Search_engine
https://en.wikipedia.org/wiki/Desktop_search
https://en.wikipedia.org/wiki/Desktop_search
https://www.infotoday.com/books/books/MakingSearchWork.shtml
https://www.infotoday.com/books/books/MakingSearchWork.shtml
https://www.sheffield.ac.uk/is/people/emeritus-honorary-visiting/martin-white
https://www.youtube.com/watch?v=uxKKfdOVNNI&ab_channel=TheUniversityofSheffield
https://searchpatterns.org/
https://norconex.com/top-10-enterprise-search-must-reads/
https://www.infotoday.com/books/books/MakingSearchWork.shtml
https://www.amazon.science/blog/how-to-make-ai-better-at-reading-comprehension


things and not finding what you’re looking for is a massive problem. Jean-Pierre Dodel cites 

a study that found that $5,700 can be lost per employee with bad search tools. This is because 

so much time is spent retrieving the correct information. 

This presentation by Jean-Pierre Dodel is an extremely clear introduction to Amazon Kendra. 

Dodel talks about “the combination of three models”. The models are (1) Reading 

comprehension (2) FAQ matching (3) document ranking. Dodel gives us three highly specific 

examples of queries: 

1. Where is the IT support desk? 

2. How long is maternity leave? 

3. How do I configure my VPN? 

We are also told that Kendra is optimized for 14 major domains such as IT, finance, 

insurance, Pharma, and industrial. 

 

There is also a presentation on Kendra from Rajagopalan. 

I’ve recently come across this article from someone who knows his stuff: 

https://capiche.com/q/all-you-wanted-to-know-about-amazon-kendra  

 

 

 
Keyspaces 

 

Amazon Wavelength 

https://www.youtube.com/watch?v=eWg9xaC4vNw&ab_channel=AWSOnlineTechTalks
https://www.youtube.com/watch?v=ow5DFGICHoI&ab_channel=AWSOnlineTechTalks
https://capiche.com/q/all-you-wanted-to-know-about-amazon-kendra


 

 

  



CloudEndure Disaster 

Recovery 

 
What is CloudEndure? 

CloudEndure was founded in 2012 by Ofer Gadish, Gil Shai, Ofir Ehrlich and Leonid Feinberg. 

The CEO of CloudEndure is shown below: 

 

 

 

CloudEndure, as its name implies, offer services which increase the ability of 

cloud-based workloads to endure: 

CloudEndure's backup technology includes block-level replication that runs 

in the background and works in real time, with recovery point objectives of 

less than a second, according to the company. It also has automated virtual 

Ofer Gadish, founder of CloudEndure. Source: 

Twitter 

https://www.techtarget.com/whatis/definition/recovery-point-objective-RPO


machine conversion capabilities to move VMs from one target infrastructure 

to another, as well as a workload orchestration engine. 

[Kanaracus 2019] 

However, it is also concerned with helping customers to migrate to the cloud. It 

seems to have a particular focus on public clouds: 

CloudEndure's big value proposition has been their low/no downtime 

migration into public cloud, making it easy for enterprises to start adopting 

public cloud in a backup and failover manner 

It seems that many enterprises use a combination of cloud providers (Azure, AWS, 

GCP). Given that CloudEndure helped a lot of companies to establish a hybrid 

cloud in this manner, a question is now raised following AWS’s acquisition of this 

company. Kanaracus wrote in 2019 that: 

CloudEndure's website proclaims it is now an AWS company, but continues 

to list Microsoft Azure, Google Cloud Platform and VMware as partners. 

VMware is also an investor in the company. 

[Kanaracus 2019] 

So, AWS have acquired CloudEndure but VMWare provide investment to it.  

Kanaracus suggests that one of the reasons AWS may have wanted to acquire 

CloudEndure is that it would provide AWS with insights into how other clouds: 

AWS ultimately wants to move more workloads to its own infrastructure, 

rather than act as a middleman for multiple clouds. As AWS works on 

deeper integrations between its portfolio and CloudEndure, it could gain 

insights into how CloudEndure customers run cloud workloads elsewhere, 

and could illuminate ways to improve AWS' cloud migration 

competitiveness 

[Kanaracus 2019] 
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AppFlow 

 

 

 Clusters of Confusable Concepts 

AppFlow sounds quite similar to a number of other AWS products, namely AppRunner, 

AppStream and AppSync. To help with this, observe that AppFlow is the only name with “low” 

in its name. The product allows data to be transferred between AWS and a number of smaller, 

commercial SaaS entities (Salesforce, Zendesk etc). It is thus about the megalith that is Amazon 

stooping down—coming down lower—to provide integration with these smaller companies. 

 

 Introducing Amazon AppFlow 
Posted On: Apr 22, 2020 

Amazon AppFlow is a fully managed integration service that enables you to securely transfer 
data between Software-as-a-Service (SaaS) applications like Salesforce, Marketo, Slack, and 
ServiceNow, and AWS services like Amazon S3 and Amazon Redshift, in just a few clicks. With 
AppFlow, you can run data flows at nearly any scale at the frequency you choose - on a 
schedule, in response to a business event, or on demand. AppFlow includes powerful data 
transformation capabilities like mapping, merging, masking, filtering, and validation so you can 
generate rich, ready-to-use data as part of the flow itself, without additional steps. AppFlow 
automatically encrypts data in motion, and allows users to restrict data from flowing over the 
public Internet for SaaS applications that are integrated with AWS PrivateLink, reducing 
exposure to security threats. 

AppFlow supports Amazon S3 and 13 SaaS applications as sources of data, and Amazon S3, 
Amazon Redshift, Salesforce, and Snowflake as destinations. To learn more, please visit 
the AppFlow integrations page.   

There are no upfront charges or fees to use AppFlow, and customers only pay for the number of 
flows they run and the volume of data processed.   

You can get started with AppFlow using the AWS Management Console in minutes. Select your 
data source and destination, specify your flow trigger, map your fields, opt to add data 
transformations or validations, and then run your flow.   

AppFlow is generally available today in the following regions: US East (Northern Virginia), US 
East (Ohio), US West (Northern California), US West (Oregon), Canada (Central), Asia Pacific 
(Singapore), Asia Pacific (Toyko), Asia Pacific (Sydney), Asia Pacific (Seoul), Asia Pacific 

https://aws.amazon.com/privatelink/
https://aws.amazon.com/appflow/integrations/
https://console.aws.amazon.com/appflow/home


(Mumbai), Europe (Paris), Europe (Ireland), Europe (Frankfurt), Europe (London), and South 
America (São Paulo). 
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ChatBot 

 
AWS Chatbot Now Generally 
Available 
Posted On: Apr 22, 2020 

AWS Chatbot is now generally available for all customers. AWS Chatbot is an interactive agent 
for “ChatOps” that makes it easy to monitor and interact with your AWS resources in 
your Slack channels and Amazon Chime chat rooms. With AWS Chatbot you can receive alerts, 
run commands to return diagnostic information, invoke AWS Lambda functions, and create AWS 
support cases. Previously, AWS Chatbot was in public preview. 

To get started with AWS Chatbot, go to the AWS console, perform an authorization with Slack or 
Amazon Chime, and add AWS Chatbot to your channel or chat room in just a few steps. For 
additional information on how AWS Chatbot can help improve your team’s collaboration, see 
today’s post in the AWS News blog. For additional information or to get started using AWS 
Chatbot, please visit the AWS Chatbot homepage. 

There is no additional charge for AWS Chatbot. You pay for only the underlying services that you 
use, like Amazon Simple Notification Service or AWS Lambda, as if you were using the services 
without AWS Chatbot. You can use AWS Chatbot in any commercial AWS Region. Please refer 
to the Regional Product and Services table for details about AWS Chatbot availability. 

 

 

 

 

https://aws.amazon.com/chatbot/
https://slack.com/
https://aws.amazon.com/chime/
https://aws.amazon.com/chatbot/
https://aws.amazon.com/sns/
https://aws.amazon.com/lambda/
https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
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CodeArtifact 
 

Introducing AWS CodeArtifact: A 
fully managed software artifact 
repository service 
Posted On: Jun 10, 2020 

AWS CodeArtifact is a fully managed software artifact repository service that makes it easy for 
organizations of any size to securely store, publish, and share packages used in their software 
development process. CodeArtifact eliminates the need for you to set up, operate, and scale the 
infrastructure required for artifact management so you can focus on software development. With 
CodeArtifact, you only pay for what you use and there are no license fees or upfront 
commitments. 

AWS CodeArtifact works with commonly used package managers and build tools such as Maven 
and Gradle (Java), npm and yarn (JavaScript), pip and twine (Python), making it easy to 
integrate CodeArtifact into your existing development workflows. CodeArtifact can be configured 
to automatically fetch software packages from public artifact repositories such as npm public 
registry, Maven Central, and Python Package Index (PyPI), ensuring teams have reliable access 
to the most up-to-date packages. 

IT leaders can use AWS CodeArtifact to create centralized repositories for sharing software 
packages approved for use across their development teams. CodeArtifact’s integration with AWS 
Identity and Access Management (IAM) provides them with the ability to control who has access 
to the packages. Further, CodeArtifact’s support for AWS CloudTrail gives leaders visibility into 
which packages are in use and where, making it easy to identify packages that need to be 
updated or removed. CodeArtifact also supports encryption with AWS Key Management Service 
so customers can control the keys used to encrypt their packages. 

To learn more about AWS CodeArtifact check out the blog, visit the CodeArtifact product page or 
refer to CodeArtifact documentation. 

You can see a full list of AWS Regions where AWS CodeArtifact is available here.  

 

  

http://aws.amazon.com/blogs/aws/software-package-management-with-aws-codeartifact
https://aws.amazon.com/codeartifact/
https://docs.aws.amazon.com/codeartifact/
https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
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Amazon Honeycode 

 
Today we are launching Amazon Honeycode in beta form. This new fully-managed AWS service 

gives you the power to build powerful mobile & web applications without writing any code. It uses 

the familiar spreadsheet model and lets you get started in minutes. If you or your teammates are 

already familiar with spreadsheets and formulas, you’ll be happy to hear that just about 

everything you know about sheets, tables, values, and formulas still applies. 

[Barr 2020] 
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Copilot 

Amazon ECS announces AWS 
Copilot, a new CLI to deploy and 
operate containers in AWS 
Posted On: Jul 9, 2020 

Today, Amazon Elastic Container Service (ECS) announced AWS Copilot, a command line 
interface tool that helps customers develop, release, and operate containerized applications on 
AWS. With a single command, AWS Copilot creates all infrastructure and artifacts required to run 
production-ready service on Amazon ECS and AWS Fargate, including task definitions, image 
repositories, and AWS resources like load balancers, deployment pipelines. With AWS Copilot, 
users can focus on developing their applications rather than setting up infrastructure. 

With AWS Copilot you can launch your service using one of the built in service patterns providing 
you secure and scalable infrastructure. Once your service is up and running, AWS Copilot has 
built in commands to easily add more services, infrastructure like databases or Amazon S3 
Buckets, or even new deployment environments in different accounts and regions. While getting 
started and growing your application is important, AWS Copilot wants to make it easy for you to 
release and operate your application too. AWS Copilot lets you set up a fully functional 
CI/CD AWS CodePipeline with just two commands to safely deploy through multiple deployment 
stages. Additionally, you can view all of your services' logs and health in seconds without having 
to leave your terminal. Finally, with AWS Copilot, you can choose a collaboration model that fits 

https://aws.amazon.com/ecs/
https://aws.amazon.com/codepipeline/


your team. When using AWS Copilot you can work alone or share your application with other 
users in your AWS account.   

To get started, see the following resources: 

• Copilot can deploy applications to AWS Fargate supported regions and is available for 
download on Mac and Linux here. 

• Connect with us and learn more about the project on our open source GitHub 
repository. 

• Read about AWS Copilot on the AWS Containers blog. 

• See tutorials with Copilot in our documentation. 
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Interactive Video Service 
 

This product did not feature in Andy Jassy’s keynote at ReInvent. 

AWS produced a video which purports to explain what, exactly, Amazon 

Interactive Video Service is. 

 

https://github.com/aws/copilot-cli/wiki/Installation
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Introducing Amazon Interactive Video 
Service (Amazon IVS) 
Posted On: Jul 15, 2020 

Amazon Interactive Video Service (Amazon IVS) is a managed live streaming solution that is 
quick and easy to set up, and ideal for creating interactive video experiences. Send your live 
streams to Amazon IVS using standard streaming software like Open Broadcaster Software 
(OBS) and the service does everything you need to make low-latency live video available to any 
viewer around the world, letting you focus on building interactive experiences alongside the live 
video. 

You can easily customize and enhance the audience experience through the Amazon IVS player 
SDK and a Timed Metadata API. This allows you to build a more valuable relationship with your 
viewers on your own websites and applications.  

Today, it takes customers months to build interactive applications with video workflows for 
content ingestion, processing, and distribution, and then they still need to configure transcoders 
for adaptive bitrate (ABR) streaming to support multiple device types, select appropriate 
streaming protocols, set up content delivery networks (CDNs), and integrate video players.   

Even after all this work, live-streamed interactive content requires low latency for a good user 
experience. Amazon IVS ingests the video, then automatically transcodes and optimizes it, 
making live video streams available within seconds across an AWS-managed global 
infrastructure using the same video technology Twitch uses for its live streaming service.   

There are no upfront commitments required to use Amazon IVS, and customers pay only for the 
duration of video input to Amazon IVS and the duration of video output delivered to viewers.  

The Amazon IVS console and APIs for control and creation of video streams are available in the 
US East (N. Virginia), US West (Oregon), and Europe (Ireland) regions. Video ingest and 
delivery are available around the world over a managed network of infrastructure optimized for 
live video.  

To learn more about Amazon Interactive Video Service: 

https://aws.amazon.com/ivs/
https://obsproject.com/


• Read the AWS News blog post 

• Visit the Amazon Interactive Video Service product page 

• Read the Amazon Interactive Video Service Documentation 

 

 

 

There is a YouTube Channel devoted to the Interactive Video Service: 

 

 

 

 

Email from Corey Quinn on 14th Aug 2023 

https://aws.amazon.com/blogs/aws/amazon-interactive-video-service-add-live-video-to-your-apps-and-websites
https://aws.amazon.com/ivs/
https://docs.aws.amazon.com/ivs/index.html
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Migration Evaluator 
 

AWS produced a YouTube video [AWS 2020]. It explained what AWS Migration 

Evaluator is. 

 

We are told: 

In this video, you’ll see how to fast-track your business case for AWS with 

AWS Migration Evaluator (formerly TSO Logic). 
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Network Firewall 
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Patrick Duffy (2021) mentions Suricata: 

Network Firewall helps customers protect their VPCs by protecting the 

workload at the network layer. Network Firewall is an automatically scaling, 

highly available service that simplifies deployment and management for 

network administrators.  

With Network Firewall, you can perform inspection for inbound traffic, 

outbound traffic, traffic between VPCs, and traffic between VPCs and AWS 

Direct Connect or AWS VPN traffic. You can deploy stateless rules to allow 

or deny traffic based on the protocol, source and destination ports, and 

source and destination IP addresses. Additionally, you can deploy stateful 

rules that allow or block traffic based on domain lists, standard rule groups, 

or Suricata compatible intrusion prevention system (IPS) rules. 
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What is Suricata? 
Suricata is indeed a genus of mammals. They are part of the family called The most famous species 

within the family is perhaps the meerkat. The meerkat is a small mongoose found in Southern 

Africa. 

Meerkats can be helpful: they’ve been known to be used to kill rodents in South African rural 

households. There are ways in which meerkats are economically important for crop protection. 

For example, they hold back the intrusion of disease by hounding out yellow mongooses which 

are ridden with rabies. They’re generally tame, but ultimately unsuitable as pets because sometimes 

they become slightly too aggressive. 

Suricata the software application, is an example of an intrusion detection system (IDS). It was first 

released in 2010, and so it about a decade old now. Its conventional to refer to the particular 

version of Suricata you are interested in. For example, Suricata 5 was released in October 2019, 

the year before the AWS Network Firewall was announced. Suricata 6 was released in October 

2020, a mere month before AWS Network Firewall was announced in December 2020.  

Suricata 1.0 was published in July 2010, after about two years of development. It was building 

upon Snort, which is an Intrusion Detection System (IDS) which had itself already been around 

for about a decade. One of distinguishing features of the first version of Suricata was that when it 

looked for keywords in the protocol fields of an HTTP request, the exact protocol or port did not 

matter. “For the first time, a signature could ask for a specific protocol field without having to do 

the protocol parsing itself” [Leblond 2021]. 

The unique ability possessed by Suricata can be summed up as a “port-agnostic approach”. The 

port of the traffic did not matter. Leblond tells us that Suricata 1.0 also 

broke with the previously strict definition of what an IDS was: logging HTTP requests to 

a file. This was not in the initial specifications, but it turned out to not be too complex to 

build and did not have a major impact on performance. This opportunistic approach 

continues to uniquely define all Suricata development. 

[Leblond 2021] 



The Suricata project received public funding, allowing it to continue. Now, it seems that the major 

funding model is that private organisations, which are members of a consortium, contribute. It is 

guided by the Open Information Security Foundation (OISF). 

However, it remains correct to describe the project as “open source”. It is also more than an 

intrusion detection system. It is now apt to describe it as an intrusion prevention system. It achieves 

network security monitoring and full packet capture (FPC) [Manev 2021]. 

 

 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

Recap of basic AWS 

concepts 
A person’s ability to understand AWS Network Firewall would probably be enhanced were they 

to be the kind of person who has just been given a refresher on the basic AWS concepts. 

 

Four Container Concepts 

AWS makes use of subnetworks, VPCs, Availability Zone and Regions. Now, two of those four 

container concepts are logical constructions and two have a physical grounding.  

AZs are nothing but 

(i) units of infrastructure, such that  



(ii) the deterioration of that unit 

(iii) is impossible to cause the deterioration of another AZ in the Region. 

Since the deterioration is to include physical deterioration (through earthquake or flood etc), AZ 

must—by definition—be physically distinct. Strictly, this could be a very small distance, but of 

course many AZs are considerable distances from one another. This is enough to establish that 

the concept of an AZ has a physical grounding. 

The concept of an AZ is not the same as the concept of a data centre. An Availability Zone might 

consist of multiple data centres, or just one data centre. 

The relation between VPCs and Subnets is easy to understand. A VPC is, roughly, a virtual 

network. The segments which this is carved up into are your sub-networks (or subnets). Just as 

every fish must be in water to survive 

 

 

FISHBOWL 1 

EVERY EC2 INSTANCES MUST BE IN A SUBNET. 

 

 

Since subnets are nothing but segments of your VPC (network), it follows that an EC2 instance 

will live within a VPC.  

 

FISHBOWL 2 

EVERY EC2 INSTANCE WILL BE IN A VPC. 

 

A VPC will have a CIDR block. A CIDR block represents a range of possible IP addresses. 

If I ask somebody to write down a CIDR block on a napkin, how will I know that what they’ve 

written down is a CIDR block? There will be four numbers, separated by periods. At the end will 

be a forward slash character, with some number after it. The numbers between the periods must 

be between 0 and 255 (inclusive). The number after the slash must be between 0 and 32 (inclusive). 

This is one way you can tell you are looking at a CIDR block. 

An IP address is, if nothing else, 32 bit positions. Each bit-positions can have a value of either 1 

or 0. However, each bit-position plays a different role. Some bit positions are used for identifying 

the network on which the host resides. Other bit positions really do concentrate on identifying the 

host. This means that the 32 bit-positions can be thought of in terms of a network-ID region, 

followed by a host ID region. The number of bit-positions used to identify the network is not 

always the same. Network engineers developed ways of communicating exactly how many bit-

positions they were using to identify the network.  

 



You’re amazing, Alan 

They’d pronounce things like: 

“I’m Alan. Acknowledge me.  

I’ve amassed an absolutely enormous number of hosts into a network. I work for a big 

company. 

- Alan  

Turns out Alan had a very tiny network ID portion. He only needed eight bit positions (the first 

byte) for identifying the network. 

These sorts of IP addresses, with just the first 8 bit-positions used for the network ID, became 

known as Class A addresses. 

 

Carol’s Cartel 

Of course, it’s also sometimes necessary to perceive, or see, a greater number of networks. Carol 

desires to see more networks, by using a greater number of bit-positions for the network ID 

portion. With more bit-positions, you have more permutations. Some people carefully carve out the first 

24 bit positions for the network ID. This is three times more than Alan used (he used just 8 bit 

positions). Such IP addresses—where the first 24 bits are used for network identification—are 

known as Class-C addresses.  

Eventually, people grew tired with being limited to fixed numbers. The choice was essentially 

threefold: Be like Alan, using 8 bits for a few large networks. Or be like Carol, using 24 bits for 

the network ID portion.  

The character we haven’t mentioned is this 16 year old called Ben. You could, of course, be like 

boring Ben. He used 16 bit-positions for the network ID portion. This is more than Alan, and 

fewer than Carol, who uses 24 positions. Anyhow, the choice is threefold: the choice is between 

Class A, B, or C. 

Eventually, the switch was made to Class-less routing. We would no longer limit ourselves to using 

either 8 or 16 or 24 bit-positions for the network ID. Instead, you can use any number of bits-

positions for the network ID. You could choose to use 8 or 9 or 10 (and so on) bit positions for 

the network ID portion. This is the birth of class-less routing of traffic between domains. 

When you create a VPC on AWS, you essentially create a network. Like a family surname which 

will be latched on to the end of any child born in the family home, your VPC has some a network 

ID, which will form the first part of any IP address allocated to a resource born in the VPC. Recall 

that “network ID” denotes the bit-positions at the beginning of an IP address. These bit-positions 

are not for identifying hosts. 

As well as establishing an actual network ID for the VPC, we need to communicate to people how 

many bit-positions we’ve decided to use for the network-ID portion. Have we decided to be similar 

to Alan, using about 8 bits for our network ID region? Or will we use a similar number of bit 

positions as Carol, who used 24 bit positions? We tell people what we’ve settled on by printing a 



forward slash at the end of the actual network ID. The forward slash is followed by a number. The 

number denotes the number of bit-positions we’re using to describe the network ID. 

Now, remember that there are not necessarily any actual resources yet. When we create a VPC, we 

are creating the portion of the address which will go in front of any resource born on our patch. 

We need a name for this whole combination. That is, the combination of the actual network ID 

and the number which tells people how many bit-positions we’re using to describe the network 

ID. We could call it a RANGE OF IP ADDRESSES. One disadvantage of this expression is that 

is could denote any collection of IP addresses, perhaps ones possessed by IP instances.  

Ideally, we’d use a term that implies that the set of IP addresses are “up-for-grabs”. We’d use a 

term that does not suggest that the IP addresses are already being used by EC2 instances. At the 

same time, we don’t want to suggest unbounded possibilities! The term should make clear that the 

IP address must begin with the network IP. And it must abide by the number we’ve printed after 

the forward slash. 

The term which most readily suggests POTENTIAL, but within bounds, is block. Consider someone 

carving a statue from a block of marble. It is often said that the statue is present in potential. Note 

how the sculptor: 

(1) must obtain the block from something larger 

(2) cannot expand the size of his block once he has it; 

(3) can create things by using the block (e.g. statue) 

(4) does not have nothing. 

Even though he doesn’t have a statue yet, it doesn’t mean he has nothing! Similarly, the block 

you’re given with your VPC is not an actual IP address. This is despite it bearing a superficial 

similarity to one (there will be four numbers separated by periods). Even though your block is not 

an IP address, it’s not nothing. 

Your VPC block depicts a range of potential IP addresses. The IP addresses are made actual when 

EC2 instances, or other resources, are blessed with them. Just as giving children surnames allows 

them to be uniquely referred to in public spaces, assigning IP address to resources enables 

communication. IP addresses help us to route packets from one domain to another domain. 

Recall that we decided to abandon the strict classes. The classes constrained us in this way: “Your 

surname must be 8 characters” (Class A); “you’re surname must be 16 characters” (Class B) and 

so on. We decided that the ‘surname’—or, the initial portion of the IP address used for identifying 

the network—could be any number of bit positions. It’s for this reason that the block—charged 

with potential IP addresses—is described as the Classless Inter-Domain Routing Block. The 

expression “inter domain” simply means “between domains”. This might be contrasted with 

communication within a domain (intra-domain). The IP addresses derived from the CIDR block really are 

unique. 

If I ask somebody to write down on a napkin the CIDR block they are using, they might write 

this on the napkin: 

  



 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

A CIDR block can communicate to me three things: 

1. The bit positions possibly used for expressing a network ID. 

 

2. An actual network ID 

 

3. An actual host ID (IP address). 

 

The number after the forward slash only designates (1). Usually, the CIDR block communicates 

(1) and (2) to us. Occasionally, it communicates all three things. 

The VPC (your network) is divided into smaller chunks (your sub-networks). 

Now I want to talk about the relationship between these logical concepts (VPC, sub-networks), 

and the physically-grounded concept of an Availability Zone. AWS tell us that a subnet cannot in 

172.16.0.0 / 16 



fact split its soul into multiple pieces, and sprawl across availability zones (See [Overflow 2020] for 

speculation as to why). A sub-network must live with the fact that if its home Availability Zone is 

engulfed in flames, it will die. Interestingly, however, the VPC (“network”), out of which the 

subnet is carved, can split its soul. The VPC can sprawl across AZs. 

 

 

 

 

 

 

 

 

 

Sometimes, people draw architectural diagrams with the AZs inside the VPC. This suggests that 

a VPC contains an availability Zone, which is of course absurd. Really, the VPC transcends the 

AZs, or spans the AZs. 

 

 

 

 

 

 

 

 

 

It is perhaps better to say that while the VPC transcends AZs, the very subnets which comprise it, 

are AZ-bound. (This fact itself is somewhat puzzling) 

Recall that EC2 instances must reside within a subnet. The more general claim is of course that 

EC2 instances must be in your VPC (since sub-networks are simply portions of your VPC 

network). 

VPC transcend Availability Zones but are bound to exactly one AWS Region. Every AZ exists in 

exactly one AWS Region. Like AZs, Regions are independent of one another, such that if one fails, 

this will not cause a failure in another. The AWS Region also has a physical grounding; there are 

Regions all over the world. 

Regions contain AZs. Every AZ sits in exactly one AWS Region. 

https://aws.amazon.com/vpc/faqs/


 

Region-bound Services 
Most AWS services are bound to a particular Region. This means two things. First, that for some 

AWS Services, they simply are not available for you to use in certain Regions. Second, that that 

you use the AWS Service, all its resources inhabit one region only (despite, perhaps, the service 

being available in all Regions). Famously, about three services transcend the AWS Regions. They 

include CloudFront, the content-delivery network announced at the end of AWS’s Foundational 

period, IAM, the access-control service announced in 2010, when AWS was furnishing its 

firmament, and Route 53, a DNS service, capable of, for example, mapping friendly names for 

the content-delivery networks announced two months earlier (for discussion of which AWS 

services are global, see [Overflow 2021]) 

The distinction between AWS services which are global and those which are Region seems to be 

an informal characterisation. The tenuous nature of the distinction is brought out in a service such 

as S3. The page displayed on the Management Console for S3 prohibits the user from selecting a 

Region in the bar at the top, stating: 

 S3 does not require region selection. 

Also, bucket names are required to be globally unique. That is, there cannot be two AWS buckets 

on earth with the same name. We have two reasons to characterise S3 as a global service. 

On the other hand, creating a bucket on the console involves selecting an AWS Region from a 

drop-down list. Buckets are region-bound. This leads people to characterise S3 as Region-bound. 

There is no incoherence in S3; it merely puts pressure on the distinction between Global and 

Region-bound services. S3 buckets themselves are Region-bound. The Management Console does 

not see Region boundaries, listing buckets from across all Regions. The utility of the Cross-Region 

Replication feature remains. 

 

 

 

Routing Principles 
Routing on AWS is guided by certain principles. One such principle is known as LPM. Scientists 

will be tempted to attest that this stands for Litres per minute; some computer scientists might 

know it as Load Program Memory; Lines per minute can be a measure of the efficiency of printers. 

But here, LPM stands for Longest Prefix Match. 

  

https://aws.amazon.com/blogs/aws/new-cross-region-replication-for-amazon-s3/
https://aws.amazon.com/blogs/aws/new-cross-region-replication-for-amazon-s3/


 

 

 

 

 

 

 

 

 

 

We find the principle of Longest Prefix Match stated in the VPC documentation.  

We use the most specific route that matches either IPv4 traffic or IPv6 traffic to determine 

how we route the traffic. 

Don’t be startled by the fact that the LPM principle is here stated here in terms of the “more 

specific route”.  

One route, A, is more specific than another route, B, if and only if:  

A has a longer prefix than B.  

What does it mean for A to have a longer prefix than B? Well, all IP addresses consists of 32 bit 

positions. Some of these are bit positions are requisitioned for the task of identifying the network; 

the rest of the bit positions devote themselves to identifying hosts on the network. It is 

conventional to communicate precisely how many positions are used for network identification –

in any given case—by writing a forward slash, followed by a number. For example, /8 

communicates to readers that the first eight bit-positions have been requisitioned for identifying 

the network.  

The name for the set of bit-positions that devote themselves to identifying the network, is the 

prefix.  

Generally, a prefix is some group of characters affixed to the beginning of lots of different things. 

An example of a prefix is “re”. Words such as heat, route, and capitulate can all have this prefix 

attached. They become re-heat, re-route and recapitulate, respectively. A second example of a 

prefix in the English language is “para”. It is observable in paranormal, paratrooper and parallel. Notice 

how these two prefixes (re- and para-) have a differing number of letters. 

 

The Ambiguity in “Prefix” 

With IP addresses, we call the bit-positions devoted to identifying the network the prefix. The use 

of the term—prefix—is ambiguous. Sometimes it refers merely to the number of bit positions 

LPM 
Longest Prefix Match 



allocated for the network ID (staying silent on what the network ID actually is). At other times, 

we refer also to what the network ID actually is. We might call these two senses the formal and 

substantive senses. 

The formal sense is very common. I might ask “what is the prefix?” and someone would respond 

“/16”. And this would be seen as perfectly respectable. All this tells me, however, is the form of 

the prefix. I’m merely told that the prefix sprawls across 16 bit-positions. I have not been told 

what the value adopted by each position actually is.  

The formal sense of “prefix” is counterintuitive. A prefix is something that is common to lots of 

things. It is the portion of the IP address common to all the hosts on the network. However, if I 

ask for a prefix and you tell me /16, then you have not told me what the thing which is common 

to all the hosts on the network actually is. This can be quite counterintuitive for novices. 

We might say that A has a longer prefix than B. This means that in A, more bit-positions are 

devoted for the network ID than in B. If A has /16 and B has /8, then A has a longer prefix than 

B. This is because more bit positions are devoted to the network ID (as opposed to the host ID). 

This, then, is what we mean when we say that A has a longer prefix than B. 

If A has a longer prefix, it is more specific. Why is this? Why is it that a longer prefix (/16 rather 

than /8) is described as “more specific”? 

Well, with a longer prefix, you have more bit-positions which you can use to specify networks. 

This allows more permutations. The number of networks which you can single out is greater. If 

you used 3 bit-positions, you’d be able to specify 23 networks. If you used 10 bit-positions, you’re 

able to 210 networks. So, in this sense, larger prefixes have a greater specifying power. Longer prefixes 

are more specific. 

To recapitulate, let us formulate the principle of Longest Prefix Match (LPM): 

 

 LONGEST PREFIX MATCH (LPM) 

The IP address which devotes a greater number of bit-positions to network identification 

is given priority over those IP addresses which devote fewer bit positions 

 E.g., a /16 CIDR range will have priority over /8 

 

There are some over principles relating to routing which we need to cover. We need to consider 

what might be meant by “route propagation”, for example. Generally, to propagate means to spread 

out. This raises some questions. Why is the AWS VPC documentation talking about propagation? 

What, exactly, is spreading out? What is its origin and what is it spreading out to? 

To begin the answer, let’s look at what the documentation says. It states: 

If you've attached a virtual private gateway to your VPC and enabled route propagation 

on your subnet route table, routes representing your Site-to-Site VPN connection 

automatically appear as propagated routes in your route table. 

AWS VPC 

https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html#route-tables-priority


So, routes representing a Site-to-site VPN appear as propagated routes in our route 

table. We can ask what this means. What does it mean for a route to appear in the 

route table as a propagated route?  

In computer networking, there is a distinction between static routing and dynamic 

routing. Static routing is associated with the idea of manually entering routes into a 

route table. Wikipedia tells us: 

 

In many cases, static routes are manually configured by a network 

administrator by adding in entries into a routing table, though this may not 

always be the case. 

 

The Wikipedia article is clear, however, that manual configuration is not an essential 

property of static routes. The word “static” is a hint that: 

 

static routes are fixed and do not change if the network is changed or 

reconfigured. 

 

Dynamic routing is, roughly, the opposite of static routing. Wikipedia tells us that: 

Dynamic routing, also called adaptive routing,[1][2] is a process where a 

router can forward data via a different route for a given destination based on 

the current conditions of the communication circuits within a system. 

 

 

The AWS VPC documentation talks about route propagation. I think propagation 

is the means by which dynamic routing is achieved. Some sort of origin updates 

various outposts with the route required to reach the origin. In the case of AWS, the 

origin always seems to be a Virtual Private Gateway. The AWS documentation 

writes: 

Route propagation allows a Virtual Private Gateway to automatically 

propagate routes to the route tables. The means that you don’t need to 

manually enter VPN routes to your route tables. 

 

https://en.wikipedia.org/wiki/Static_routing
https://en.wikipedia.org/wiki/Dynamic_routing
https://en.wikipedia.org/wiki/Dynamic_routing
https://en.wikipedia.org/wiki/Static_routing
https://en.wikipedia.org/wiki/Network_administrator
https://en.wikipedia.org/wiki/Network_administrator
https://en.wikipedia.org/wiki/Routing_table
https://en.wikipedia.org/wiki/Dynamic_routing
https://en.wikipedia.org/wiki/Dynamic_routing#cite_note-1
https://en.wikipedia.org/wiki/Dynamic_routing#cite_note-2


AWS do not tend to talk about “static routes” and “dynamic routes”. Instead, they 

talk about “static routes” and “propagated routes”. It seems to be the case that here 

we have two types of routes. The entries in a route table are either STATIC 

ROUTES or PROPAGATED ROUTES. 

As we have seen, routes can overlap. To use the terminology we have developed, 

Concurrent Coverage applies with route tables. That is, a single item of traffic can 

be “covered” by more than one route. 

The question raised, therefore, is how we resolve Concurrent Coverage. If an entity 

if covered by multiple rules, how do we determine which rule is effective? NACLs 

resolve using the Priority Principle; IAM policies resolve using the Dagger Deny. 

AWS are clear that the type of route is pertinent here. Whether the route is a STATIC 

ROUTE or a PROPAGATED ROUTE is important. AWS are clear that if a 

STATIC and PROPAGATED route compete, static routes have priority. 

  

STATIC SUPREMACY 

IF THERE IS A STATIC ROUTE AND A DYNAMIC ROUTE, THEN THE STATIC ROUTE IS GIVEN PRIORITY. 

 

We see support for the principle of Static Supremacy in the AWS VPC 

documentation. It states: 

If the destination of a propagated route overlaps a static route, the static route 

takes priority. 

[AWS VPC] 

So, we have now explored two principles, Longest Prefix Match (LPM) and Static 

Supremacy. A higher-level question is now raised: What if some situation is 

concurrently covered by both LPM and Static Supremacy?  How would we resolve 

this? 

 

The Specific Propagated Route 

For example, suppose that there are two routes, one static and one propagated. 

Suppose that the propagated route is “more specific”. In other words, the 

propagated route has a longer prefix.  

https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html#route-tables-priority


Which route should be given priority? According to LPM, it should be the 

propagated route, because it has a longer prefix. Yet Static Supremacy, implores us 

to give the static route priority. How do we resolve this disagreement? 

The AWS documentation states: 

Please note that for routes that overlap, more specific routes always take 

priority irrespective of whether they are propagated routes, static routes, or 

routes that reference prefix lists. 

VPC guide 

This makes it clear that even the STATIC SUPREMACY principle bows down in the face of 

LPM. More specific routes, which have longer prefixes, are given absolute priority 

(even if they are propagated). 

 

Target as “LOCAL” 

Sometimes, in route tables, the TARGET column will simply have the word LOCAL 

printed in it. When this occurs, the DESTINATION column tends to contain the 

CIDR block for the VPC.  

This route is distinguished from other routes, owing to the fact that it does not 

concern a single resource outside of the VPC. Instead, it is concerned with resources 

within the VPC. Its concern is not global, but local. AWS tell us that: 

 

there is a local route that allows the resources in the VPC to communicate 

with each other 

VPC Guide (Get Started) 

 

Once again, the term “default” can cause trouble here. Sometimes, when people talk 

about a “default route”, they are concerned with a route whose destination is 

“0.0.0.0/0”. For example, a popular textbook for solutions architects has a section 

called THE DEFAULT ROUTE and writes: 

To enable Internet access for your instances, you must create a default route 

pointing to the Internet Gateway. 

Piper and Clinton 2021, p.95 

The VPC user guide states that the local route is: 

https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html#route-tables-priority
https://docs.aws.amazon.com/vpc/latest/userguide/vpc-getting-started.html


A default route for communication within the VPC.  

However, the local route is not a catch-all route, and is not to be identified by 

looking for an entry containing 0.0.0.0/0. So, why do AWS describe the local route 

as a default route. I suspect that it is because this route does not need to be added 

manually: 

Every route table contains a local route for communication within the VPC. 

This route is added by default to all route tables. 

So, in the context of routing, the expression “default route” can either denote: 

 

1. An innate route 

A route which exists without ever having been manually created 

 

2. A catch-all route 

A route which covers traffic in situations in which more-specific 

routes do not cover the traffic. 

 

And (1) does not tell us anything about whether the route is indestructible.  

In fact, the local route is innate and also indestructible. In this respect, it is similar 

to the Default Deny, the rule marked by an asterisk, which lurks at the bottom of 

NACLs. 

Strictly speaking, local routes do not belong to a VPC but rather to a CIDR block. 

For most intents and purposes, this is pure pedantry, since every VPC must have a 

CIDR block. This subtlety came to light on 29th August in 2017, a Tuesday on which 

North Korea fired a missile above Japan and Dua Lipa’s song “New Rules” was no.1 

in the charts. AWS announced that you could now add more than one CIDR range 

to your VPC. It’s conventional to denote the CIDR range that accompanied the 

creation of the VPC as the “primary CIDR” and to denote the one added later the 

“secondary CIDR range”. 

Crucially, if you have two CIDR ranges, you can in fact have a route table with two 

entries with a target as LOCAL. 

This is all summarised in this paragraph: 

Every route table contains a local route for communication within the VPC. 

This route is added by default to all route tables.  

If your VPC has more than one IPv4 CIDR block, your route tables contain 

a local route for each IPv4 CIDR block. If you’ve associated an IPv6 CIDR 

https://aws.amazon.com/about-aws/whats-new/2017/08/amazon-virtual-private-cloud-vpc-now-allows-customers-to-expand-their-existing-vpcs/


block with your VPC, your route tables contain a local route for the IPv6 

CIDR block.  

You cannot modify or delete these routes in a subnet route table or in the 

main route table. 

VPC documentation 

 

 

Implicit Action 
We have already familiar with the distinction between implicit and explicit. In IAM, all principals are 

implicitly denied from performing actions; the Security Group guarding the inner sanctum which 

is the ENI implicitly denies all traffic. As for NACLs, they have an indestructible rule, which denies 

everything. (Because a rule accounts for this denial, it is questionable whether this denial is really 

an implicit denial.) If an implicit action is one that applies to the majority of entities, covering things 

not encountered before, then you can use rules to toggle the implicit action. Expose the Default 

Deny and the unknowns will be denied. Lay an Apron Allow over the Default Deny and the 

unknowns will be allowed. WACLs certainly allow you to toggle the implicit action, but using radio 

buttons, rather than installing a rule. 

This distinction between implicit and explicit comes to the fore once again when we think about 

routing within the VPC. We are told that: 

When you create a VPC, it automatically has a main route table.  

When a subnet does not have an explicit routing table associated with it, the main routing 

table is used by default. 

[VPC (Route Tables)] 

This MAIN ROUTE TABLE is a character we should acquaint ourselves with. 

 

 

 

 

 

 

 

 

 

https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html#subnet-route-tables
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html#main-route-table


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is true that every subnet must be associated with a route table. The MAIN ROUTE 

TABLE, however, belongs to the VPC. It is innate: 

When you create a VPC, it automatically has a main route table. 

AWS VPC 

As well as being innate (present from the birth of the VPC), the MAIN ROUTE 

TABLE is indestructible. The  MAIN ROUTE TABLE plays a very important role in 

Figure 1. A Main Route Table, made out of solid oak, sourced in Northeastern USA. 

DESTINATION   TARGET 

https://stackoverflow.com/questions/46868145/creating-new-vpc-on-aws-is-always-creating-a-route-table


the successful running of your VPC, stepping in to provide guidance for the sub-

networks who need it. We’re told: 

When a subnet does not have an explicit routing table associated with it, the 

main routing table is used. 

So, we might say that the rules contained in the Main Route Table are constitute the 

implicit action for the subnets in the VPC. The main route table will be used if no 

explicit route table is created for individual subnets. You can alter the rules contained 

in the Main Route Table: 

You can add, remove, and modify routes in the main route table. 

At the moment, it seems that every subnet has just two options. They can be (1) 

implicitly associated with the route table, or (2) explicitly associated with their own 

route table. In fact, though, subnets can make their association with the Main Route 

Table more intentional. We’re told: 

You can explicitly associate a subnet with the main route table, even if it’s 

already implicitly associated. 

Now, why would you want to do this? An association is an association, after all. Well, 

it’s possible to replace the Main Route Table. And when a sitting Main Table is 

deposed in this way, we might be sympathetic enough to allow certain subnets to 

retain their association with the outgoing Main Table. This is achieved by making 

the association explicit. Note that: 

When you change which table is the Main Route Table, it also changes the 

default for additional new subnets, or for any subnets that are not explicitly 

associated with any other route table. 

VPC Guide 

We can think of the Main Route Table as a special kind of route table. There can 

only be one per VPC, after all. Another special kind of route table is the Gateway 

Route Table. 

 

Gateway Route Table 

If we look at the document history, at the bottom of the VPC user guide, we can see 

that Gateway Route Tables became possible in December 2019: 

 

 



 

 

 

A Gateway Route Table is nothing but a route table which is associated with a 

gateway, such as an Internet Gateway or a Virtual Private Gateway (as opposed to, 

say, a subnet). AWS tell us that: 

You can create a gateway route table for fine-grain control over the routing 

path of traffic entering your VPC.  

For example, you can intercept the traffic that enters your VPC through an 

internet gateway by redirecting that traffic to a middlebox appliance (such as 

a security appliance) in your VPC. 

So, it is clear that by attaching a route table to the IGW, we can direct traffic to an 

instance to be inspected. For some context, here is Sebastian Stormacq writing in 

December 2019: 

When I was delivering the Architecting on AWS class, customers often 
asked me how to configure an Amazon Virtual Private Cloud to enforce the 
same network security policies in the cloud as they have on-premises. For 
example, to scan all ingress traffic with an Intrusion Detection System (IDS) 
appliance or to use the same firewall in the cloud as on-premises. Until 
today, the only answer I could provide was to route all traffic back from 
their VPC to an on-premises appliance or firewall in order to inspect the 
traffic with their usual networking gear before routing it back to the cloud. 
This is obviously not an ideal configuration, it adds latency and complexity. 

Today, we announce new VPC networking routing primitives to allow to 
route all incoming and outgoing traffic to/from an Internet Gateway (IGW) 
or Virtual Private Gateway (VGW) to a specific EC2 instance’s Elastic 
Network Interface. It means you can now configure your Amazon VPC to 
send all traffic to an EC2 instance before the traffic reaches your business 
workloads. The instance typically runs network security tools to inspect or 
to block suspicious network traffic (such as IDS/IPS or Firewall) or to 
perform any other network traffic inspection before relaying the traffic to 
other EC2 instances. 

Stormacq 2019 

 

There are some constraints here. AWS list three things which would prevent us from 

associating a route table with a gateway: 

https://aws.amazon.com/blogs/aws/new-vpc-ingress-routing-simplifying-integration-of-third-party-appliances/
https://aws.amazon.com/training/course-descriptions/architect/
https://aws.amazon.com/vpc/
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Internet_Gateway.html
https://docs.aws.amazon.com/vpc/latest/adminguide/Introduction.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html
https://aws.amazon.com/vpc/
https://aws.amazon.com/marketplace/solutions/infrastructure-software/ids-ips
https://aws.amazon.com/marketplace/solutions/security/firewalls-proxies
https://aws.amazon.com/blogs/aws/new-vpc-ingress-routing-simplifying-integration-of-third-party-appliances/


1. The route table contains existing routes with targets other than a network 

interface, Gateway Load Balancer endpoint, or the default local route. 

 

2. The route table contains existing routes to CIDR blocks outside of the 

ranges in your VPC. 

 

3. Route propagation is enabled for the route table. 

 

 
 

So, this advancement was announced in 2019, which made it easier to route traffic 

to an appliance. Then, two years later (in 2021) another advancement was 

announced, which also aimed to make it easier to use appliances. 

While the 2019 announcement was about route tables attached to gateways, which 

receive traffic from outside the VPC, the 2021 announcement allowed you to route 

traffic between subnets within your VPC. This is achieved by what AWS decided to 

call, in 2021: routing enhancements. 

 

Sébastien Stormacq, writing in 2021, provides some context: 

Since December 2019, Amazon Virtual Private Cloud (Amazon VPC) has 
allowed you to route all ingress traffic (also known as north – south traffic) 
to a specific network interface. You might use this capability for a number of 
reasons. For example, to inspect incoming traffic using an intrusion detection 
system (IDS) appliance or to route ingress traffic to a firewall. 

Since we launched this feature, many of you asked us to provide a similar 
capability to analyze traffic flowing from one subnet to another inside your 
VPC, also known as east – west traffic. Until today, it was not possible 
because a route in a routing table cannot be more specific than the default 
local route (check the VPC documentation for more details). In plain English, 
it means that no route can have a destination using a smaller CIDR range than 
the default local route (which is the CIDR range of the whole VPC). For 

example, when the VPC range is 10.0.0/16 and a subnet has 10.0.1.0/24, a 

route to 10.0.1.0/24 is more specific than a route to 10.0.0/16. 

Stormacq 2021 

 

 

https://aws.amazon.com/about-aws/whats-new/2021/08/amazon-vpc-subnets/
https://aws.amazon.com/blogs/aws/inspect-subnet-to-subnet-traffic-with-amazon-vpc-more-specific-routing/
https://aws.amazon.com/vpc/
https://en.wikipedia.org/wiki/North-south_traffic
https://en.wikipedia.org/wiki/East-west_traffic
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Route_Tables.html
https://en.wikipedia.org/wiki/Classless_Inter-Domain_Routing


 

The local route 
So, now, in 2022, the VPC documentation has this to say: 

 

You can add a route to your route tables that is more specific than the local 

route. 

The destination must match the entire IPv4 or IPv6 CIDR block of a subnet 

in your VPC. 

The target must be a NAT Gateway, network interface, or Gateway Load 

Balancer endpoint. 

 

VPC documentation 

 

END OF RECAP 
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Email from Corey Quinn on August 21st 2023 



Why is this blogpost interesting? It is interesting because it refers to a document 

produced by NIST. Specifically this is their Guidelines on Firewalls and Firewall 

Policies. Before this blogpost, I was not aware that logging was important when it 

came to firewalls. All discussions have focussed on the rules within firewalls. 

Admittedly, I have come across some exam questions on sending logs from WAF 

to an S3 bucket. This question seemed to mention Kinesis Firehose (either as a 

correct or incorrect option). 

The blogpost discusses three architectural patterns for logging. Stateless rules do 

not support logging – this we are told from the offset. Now, why might this be? 

Why can we not have logging for stateless rules? Stateless rules are uni-directional 

rules. They do not remember that a request has been made and allow the 

corresponding response (or vice versa). Perhaps it is the fact that with stateful 

rules, we are already taking in facts about the traffic. To log something is to take in 

information. So, both ideas (stateful rules and logging) involve the same idea. 

Network Firewall supports three log destinations. They are S3, Kinesis Firehose 

and CloudWatch Logs. This blogpost is excellent because it goes into some of the 

higher-level issues. That is, it considers some of the trade-offs which are relevant 

to logging solutions. The article assumes that you generate 15 terabytes of data in 

us-east-1 per month, 

An important thing to note is this term “vended log delivery”. It has a significance 

for costs: 

CloudWatch vended log pricing can influence overall costs significantly in this pattern, 

depending on the amount of logs generated by Network Firewall, so it’s recommended 

that your team be aware of the charges described in Amazon CloudWatch Pricing – 

Amazon Web Services (AWS). From the CloudWatch pricing page, navigate to Paid Tier, 

choose the Logs tab, select your Region and then under Vended Logs, see the 

information for Delivery to S3. 

What does this mean? We are sending logs to S3 (not to CloudWatch Logs), so 

why are they talking about CloudWatch (vended) logs)? This is puzzling to the 

reader. 

I find the following statement interesting: 

In our example, 15 TB is converted and compressed to approximately 380 GB in the S3 

bucket. 

How are they allowed to make this statement? Even if we grant it, the result is staggering. We 

are told: 

The total monthly cost in the us-east-1 Region is approximately $3800. 

 

This summary table is helpful: 

http://aws.amazon.com/cloudwatch/pricing/
http://aws.amazon.com/cloudwatch/pricing/


 

 

 

Pattern 

Log delivery 
and storage 
cost as a 
multiple of the 
baseline cost 

Functionalities Dependencies 

Amazon S3, 
Athena, 
QuickSight 

1 
The most economical 
option for log analysis. 

The solution requires security 
engineers to have a good 
analytics skillset. Familiarity 
with Athena query and query 
running time will impact the 
incident response time and 
the cost. 

Amazon 
CloudWatch 

1.8 

Log analysis, dashboards, 
and reporting can be 
implemented from the 
CloudWatch console. No 
additional service is 
needed. 

The solution requires security 
engineers to be comfortable 
with CloudWatch Logs 
Insights query syntax. The 
CloudWatch Logs Insights 
query will impact the incident 
response time and the cost. 

Amazon 
Kinesis Data 
Firehose, 
OpenSearch 

2.7+ 

Investigate, detect, 
analyze, and respond to 
security threats quickly 
with OpenSearch. 

The solution requires you to 
invest in managing the 
OpenSearch cluster. 
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Ten Facts about Amazon HealthLake 

 

Lake Powell, Utah 



1. It was announced by Matt Wood 
Many services are announced by the CEO of AWS, but HealthLake was announced by Dr Matt 

Wood at Re:Invent. It was 8th Dec 2020—the second UK vaccine was administered, to a man 

called William Shakespeare, from Warwickshire. 

Wood initially trained in medicine 60 miles further north, in Nottingham. He explained to a virtual 

audience that HealthLake “transforms data seamlessly, to automatically understand and extract 

meaningful medical information from raw, disparate data such as prescriptions, procedures, and 

diagnoses”.  

You might be wondering how a service can be designed specifically for medical information. 

Information is just information, after all. I will respond to this over the course of the article. 

 

 

2. Data is stored in the FHIR format 
FHIR (pronounced “fire”) is a standard that is widely used in the medical industry. FHIR stands 

for Fast Healthcare Interoperability Resource. The non-profit responsible for FHIR has an office 

in the Great Lake State (Michigan). It’s opposite a Denny’s, in Ann Arbor.  

Known as Health Level Seven International (HL7), they helped to standardize information 

transferred within and between hospitals. HL7 refers to the protocol developed by the 

organisation’s founders. They were academics at the University of California, San Francisco 

(UCSF), sick of inefficiencies in the late 1970s. 

The medical record is an interesting entity. As Spronk notes, it’s “an assemblage of information from 

various sources: the clinical lab, the radiology department, the consultant, the nurse”. Hospitals 

had mainframes quite early on, but no backend. 

Clement McDonald, one of the designers of the HL7 protocol, argued in 1990 that the medical 

industry could learn from supermarkets. They’d recently implemented barcodes.  He wrote “we 

need similar labels for our informational goods to facilitate future use of computerized record 

systems in medicine”. His editorial, calling for standardized interfaces, was essentially mocked, one 

reviewer noting “standards would be of no use because physicians did not have computers in their 

office and never would" (See Spronk). 

L7 is a reference to the OSI model, but they didn’t know about OSI at the time, as Don Simborg 

notes: 

This was the first Level 7 protocol ever used in healthcare to my knowledge.  

It was only later that I learned about the OSI model and realized that what we were doing 

was at its level 7. We continued to add computers to the UCSF network and refined the 

protocol over the years." 

[Spronk] 

Amazon HealthLake stores data in the FHIR format. 
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http://www.ringholm.com/docs/the_early_history_of_health_level_7_HL7.htm


 

 

3. It’s not AWS Lake Formation 
Do not confuse AWS HealthLake with other services. There are two ways to mess up here: 

thinking of other services containing lake and others containing health. 

When Wood announced HealthLake in Dec 2020, Lake Formation was two years old. It allows 

you to create data lakes—repositories of data kept in a more ‘raw’ state than usual. James Dixon 

coined the term data lake to stress that the stored data is still imbued with potentiality. It hasn’t 

necessarily adopted a particular form yet. Dixon contrasts water (representing data) in a lake with 

water in a bottle. The latter has been heavily processed. 

Lake Formation (pronounced Lake *pause* Formation). does a lot. You can ingest data from 

various sources, clean it using ML algorithms, and even control access to particular rows and 

columns. You can then use analytics and query tools. For example, Redshift, Athena, and 

QuickSight can be used (rack your brain, RAQ). Furthermore, “Lake Formation builds on the 

capabilities available in AWS Glue.” says the page currently. 

There was also a service called “AWS Personal Health Dashboard”. Currently, it’s styled as just 

the AWS Health Dashboard. It was in the “Management and Governance” category. First 

mentioned on 1st December 2016—the day a spacecraft resupplying the ISS was lost 382 seconds 

after launch—this was a dashboard that showed notifications related to the services you were 

using. AWS could tell you when they were tinkering with (updating, retiring) infrastructure.  

You could even have notifications “delivered to you via email or mobile for quick visibility”. Ram 

Atur explains how the Service Health Dashboard had been around since 2008. It was a page that 

listed all the services, saying “operating normally” with green ticks. Then things got personal in 

2016. Oh, and as Indiana Jones has to say when asked if there’s a doctor onboard, the PHD is 

unrelated to medicine. 

The tendency to associate ‘health’ with the upkeep of humans (medicine) rather than the state of 

computers has been noted. Corey Quinn wrote that the name will ‘confuse the living hell out of 

any healthcare AWS customers’. 

The word “healthy” is a classic example of ambiguity as it is (healthy foods produce health, healthy 

people possess it etc) So, it doesn’t help that the IT world uses it in a further distinct sense. Servers 

are not alive (a truth we’ll increasingly have to argue is the case). So healthy, in IT, denotes a thing 

successfully functioning—a thing not displaying signs of imminent demise (akin to a healthy economy, 

or automobile). Arguably, it’s among the metaphors that abound in IT: firewall, desktop, lake… 

cloud. Still, it could have been called the Status Dashboard. 

Quinn was in fact commenting on the new “Health Dashboard”. Announced on 28nd Feb 2022, 

this is intended to consolidate the Service- and personal- health dashboard. Scientists predict the 

next dashboard will land in 2026. The dashboard is often dropped, producing “AWS Health”. Do 

not confuse it with “AWS for Health”, which does concern healthcare. This was announced in July 

2022. 

https://aws.amazon.com/lake-formation/?whats-new-cards.sort-by=item.additionalFields.postDateTime&whats-new-cards.sort-order=desc
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Use an integral upper-case. It’s HealthLake, similar to GuardDuty, CloudWatch, WorkSpaces, 

QuickSight and SageMaker. (Ignore Lake Formation here. And Auto Scaling, Control Tower, 

Cloud Map). Because we’re trying to be… what’s the word, hop? 

 

 

4. It’s compliant with HIPAA 
HIPAA (pronounced HIP-uh) is a law in the USA, created in the third year of Bill Clinton’s 

presidency. If you’re storing medical data, you must comply with HIPAA. A nice summary is 

provided by the National Cancer Institute. 

You might not know that it’s also known as the Kassebaum-Kennedy bill, named after the two 

Senators that published it. The Edward Kennedy in question was the younger brother of JFK. 

Republican Nancy Kassebaum (now 90 years old) worked for the family business, which operated 

several radio stations, before entering politics. Reagan chose Kassebaum to organise the 1980 

conference, held 60 miles to the east of the Denny’s. Her appointment was seen as a ‘nod to the 

more liberal in the party’ (say Wikipedia). 

HIPAA doesn’t just deal with the electronic transfer of medical information. It was quite a 

dramatic reform to the way citizens of the USA maintained their “health coverage” (The USA has 

no NHS.) It was perhaps the biggest change since the Medicare and Medicaid programmes were 

introduced in 1965. See an early, incomplete version of the bill here; a more complete version here. 

HIPAA “provides tax incentives to purchase long-term care insurance” (Atchinson and Fox 1997). 

Let me make things clear, especially for UK readers (we have the NHS). HIPAA gave rights to 

self-employed people and small employers. We’re talking about the right to be offered health insurance 

(by the health insurer). And HIPAA said this right to full coverage is portable: it moves with you as 

you move to a new job, or as your employer moves to a new health plan. HIPAA stands for Health 

Insurance Portability and Accountability Act. 

What does the act have to do with “accountability”? The whole law has 5 parts (or Titles). It’s in 

Title 2 that we find various rules about how personal health information must be handled. Its rules 

about keeping data private have come to be called “the HIPAA Privacy Rule”. If you are a 

healthcare provider (or any sort of Covered Entity) you must abide by these rules, not disclosing 

personal health information (PHI). Examples of Covered Entities are hospitals and care homes. 

There is also the Security Rule which 

complements the Privacy Rule. While the Privacy Rule pertains to all Protected Health 
Information, the Security Rule is limited to Electronic Protected Health Information. It lays 
out 3 types of security safeguards: administrative, physical, and technical. 

Edemekong 2022 

So, if you manage electronic PHI, you need to be thinking about what you must do to meet those 
three safeguards (some further research will be necessary).  

HIPAA functions to single out certain individuals, who work in Covered Entities, and states that 
if these individuals do not protect PHI in the appropriate way, then they should be sanctioned. In 

https://www.youtube.com/watch?v=7eSrUIObcZY&t=50s&ab_channel=APArchive
https://www.cancer.gov/publications/dictionaries/cancer-terms/def/health-insurance-portability-and-accountability-act
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https://www.youtube.com/watch?v=xB_fojm0Pi4
https://en.wikipedia.org/wiki/Nancy_Kassebaum
https://web.archive.org/web/20120616142528/http:/www.gpo.gov/fdsys/pkg/BILLS-104s1028is/pdf/BILLS-104s1028is.pdf
https://www.govinfo.gov/content/pkg/PLAW-104publ191/pdf/PLAW-104publ191.pdf
https://web.archive.org/web/20140116195505/http:/www.library.armstrong.edu/eres/docs/eres/MHSA8635-1_CROSBY/8635_week2_HIPAA_politics.pdf
https://www.cdc.gov/phlp/publications/topic/hipaa.html
https://www.ncbi.nlm.nih.gov/books/NBK500019/


this way, HIPAA makes certain individuals accountable. It’s the HI Portability and Accountability 
Act. 

Sybex, who, still today, are taking students’ cash, promising to prepare them for the Comptia 
Cloud+ exam, (and who print the name of a copy editor in the front) repeatedly write HIPPA in 
this textbook. If I took a shot every time someone wrote HIPPA, you’d need to alter my medical 
records. Now that we understand that it deals with portability as well as accountability, in one act (law), 
it is clear that it simply must be HI – PA – A. 

Amazon HealthLake is compliant with HIPAA. 

  

5. It’s been used in Chicago hospitals  
 

We’ve visited Michigan twice already (HL7 has an office in Ann Arbor; the 1980 Rep conference 

was in Detroit). Now we’re flying West, into the US state of Illinois, where we’re going to read 

about an early adopter of Amazon HealthLake. (Chicago. Here is Obama in Chicago, precisely 3 

weeks before RedShift is announced. He’d just secured another four-year term, to begin Jan 2013.). 

The Rush Medical Center has a long history. It goes back to Rush Medical College, established in 

1837 (the year Michigan is established, and Queen Vic gets on the throne.) The namesake is 

Benjamin Rush, who held views of his time. At one point, he tried his hand at classifying mental 

illnesses (you know, creating a taxonomy.) 

The medical centre is associated with Rush University. A teaching hospital (or… several), it often 

makes it onto the US News list of the best 20 hospitals in the whole of the USA. It’s a leader in 

orthopaedics. The Washington Post filmed inside the hospital’s “command centre” activated for 

COVID-19. 

On 30th April 2021, (about four months after Wood’s announcement) a guest blog post appears 
on the AWS website:  
 

Rush University Medical Center creates COVID-19 analytics hub on AWS 
 
The article suggests that the hub is used for hospitals within Chicago which are not part of the 
Rush University Medical Centre. “Seventeen of the 32 hospitals in Chicago are currently 
submitting data, and Rush plans to integrate all 32 hospitals by summer 2021.” The post explains 
how the solution parses things called CCDs (Continuity of Care Documents), which can be 
imported. Other HL7 data is also imported. The solution involves converting it to FHIR Release 
4. It is stated that Amazon QuickSight—a business analytics services—is used to visualize which 
ICU beds are occupied. 
 
We get some other nice details. It uses ‘representational state transfer (REST) application 
programming interfaces (APIs) for create, read, update, and delete functions.’ We are told that 
‘Amazon HealthLake currently provides search capabilities on 71 FHIR resource types for its data 
stores’ (July 2021). 

 

https://www.amazon.co.uk/CompTIA-Cloud-Study-Guide-CV0-002-ebook/dp/B07BK1NR1Z
https://youtu.be/S06PNAAn3h0?t=2249
https://www.youtube.com/watch?v=Wk17f6_4iW8
https://en.wikipedia.org/wiki/Benjamin_Rush#Personal_life
https://www.youtube.com/watch?v=Sjjk3HT_n0w&ab_channel=RushUniversitySystemforHealth
https://health.usnews.com/health-care/best-hospitals/articles/best-hospitals-honor-roll-and-overview
https://www.youtube.com/watch?v=zb7ML9k7_aU&t=5s&ab_channel=WashingtonPost
https://aws.amazon.com/blogs/publicsector/rush-medical-center-aws-analytics-hub/
https://www.youtube.com/watch?v=Tj0gW4XI6vU&ab_channel=AmazonWebServices


6. Compute resources? Consider it 

done. 
 

 

 

 

 

7. HealthLake uses ontology mapping 
In his announcement, Matt Wood tells us that Health Lake allows you to “bring together all of 

this data in minutes, with natural language understanding, ontology mapping, and medical 

comprehension”. What on earth is ontology mapping? 

The fancy word ontology can take a while to get used to. It is the study of what exists. For example, 

when the Scottish philosopher David Hume said that there are no causes, merely one thing 

following another, he was making an ontological claim. When Margaret Thatcher said “there is no 

such thing as society”, this was an ontological claim. Philosophers who study what exists are 

ontologists (not onco-logists, which are doctors who study cancer). 

But information scientists are also concerned with ontology. Or really, specific ontologies. “The 

philosophical term ‘ontology’ has been adopted by the information-science community to refer to 

an automated representation (taxonomy, controlled vocabulary) of a given domain” Katherine 

Munn (2008) writes. 

Welcome to the world of applied ontology. Stored data needs to settle on certain categories of things. 

Barry Smith, one of leading writers on this field tells us that “an ontology can be seen, roughly, as 

a taxonomy of entities in a given domain, complete with formal rules that govern the taxonomy” 

(Smith 2008:22). Put simply, an ontology is a terminology or controlled vocabulary. 

(Apparently an ontology of Barry Smith’s is needed… This one was supervised at Manchester by 

Wolfe Mays, who proudly tracked down the blueprints of a jet engine designed by his friend 

Wittgenstein, and who pondered machines simulating a mental activity, with colleague ‘Alan’). 

So, there’s a need to develop ontologies in the domain of healthcare. We had to classify diseases, 

prescriptions, and drugs. This area—part of medical informatics—is essential if our computers are 

to make inferences useful to the clinician. They’re certainly necessary for AI. If HealthLake has a 

medical ontology built in, that’s an immense advantage. 

For further reading, consider the introduction to Martin Berzell’s thesis “Electronic Healthcare 

Ontologies”; Barry’s Smith’s Applied Ontology: An Introduction (2008); and Smith’s YouTube playlist 

on Biomedical Ontology; see his critique of HL7. 

https://youtu.be/XRxCTtGS8dk?t=120
https://www.amazon.co.uk/Applied-Ontology-Introduction-Katherine-Munn/dp/3938793988
https://www.amazon.co.uk/Applied-Ontology-Introduction-Katherine-Munn/dp/3938793988/ref=sr_1_2?crid=3NLH5B62JQCUE&keywords=Barry+Smith+ontology&qid=1661871723&sprefix=barry+smith+ontolog%2Caps%2C106&sr=8-2&asin=3938793988&revisionId=&format=4&depth=1
https://www.tandfonline.com/doi/abs/10.1080/00071773.2005.11006535
https://www.flickr.com/photos/bolckow/8229571560/
https://www.youtube.com/watch?v=cFXWKEc84ew&ab_channel=JackJones
https://en.wikipedia.org/wiki/Health_informatics
http://liu.diva-portal.org/smash/get/diva2:310618/FULLTEXT01.pdf
https://youtube.com/playlist?list=PLyngZgIl3WTiG95jm1OYFqEQfKifnv63M
https://www.youtube.com/watch?v=LV_DZvhGoJQ&list=PLyngZgIl3WTiG95jm1OYFqEQfKifnv63M&index=4&ab_channel=BarrySmith


 

 

8. HealthLake uses machine learning 
A blog post on HealthLake which I must recommend is Julien Simon’s (2021). I have read Simon’s 

work before, when I looked at SageMaker, the AWS service that let’s you build and run machine 

learning models. HealthLake is an application of machine learning 

As data is uploaded, HealthLake uses integrated natural language processing to extract entities 

present in your documents and stores the corresponding metadata. These entities include 

anatomy, medical conditions, medication, protected health information, test, treatments, and 

procedures. They are also matched to industry-standard ICD-10-CM and RxNorm entities. 

ICD stands for “International Classification of Diseases”. CM stands for “Clinical Modification”. 

Apologies if you’re experiencing an acronym attack. 

ICD-10-CM is a medical classification list devised by the World Health Organisation (WHO). It’s 

a modification of ICD-10, specially designed for the USA. The USA tends to be quite slow to 

adopt newer versions of ICD. The key point is that Covered Entities (of HIPAA fame) must use 

ICD-10 codes [source]. The code for being struck by a turtle is W5922XD. There are more fun 

ones here. 

Julien Simon tells us how HealthLake uses natural language processing. Natural language 

processing usually refers to the ability of machines to “comprehend” human language (as opposed 

to code and machine language). It’s quite difficult to get computers to appreciate all the nuances 

of language. HealthLake can: 

extract entities present in your documents and stores the corresponding metadata.  

Examples of these “entities” include anatomy, medical conditions, medication, protected health 

information, test, treatments, and procedures. 

 

9. Kass Hout helped to design it 
One of ‘the scientists behind the new service’ is Taha Kass-Hout, according to this Amazon 

Science article. Kass-Hout joined AWS in 2017 but previously worked for the FDA (Food and 

Drug Administration).  

In his 2015 State of the Union Address, Barack Obama announced the Precision Medicine 

Initiative. 

Before that, he worked for the US Centres for Disease Control and Prevention (CDC). Kass-Hout 

emphasises that FHIR is helpful because it standardizes structured data. The problem, however, is 

that a lot of data related to a patient’s health is unstructured. It is  

clinical notes, PDF laboratory reports, insurance claims, X-ray and MRI images, recorded 

conversations, heart ECG or brain EEG traces, and more 

https://aws.amazon.com/blogs/aws/paging-doctor-cloud-amazon-healthlake-is-now-generally-available/
https://en.wikipedia.org/wiki/ICD-10
https://web.archive.org/web/20181120135950/http:/www.ahima.org/topics/icd10/faqs
https://web.archive.org/web/20181120135950/http:/www.ahima.org/topics/icd10/faqs
https://www.nctracks.nc.gov/content/public/providers/ICD10/fact-sheets.html
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural_language_processing
https://www.amazon.science/latest-news/aws-director-of-machine-learning-explains-the-significance-of-new-amazon-healthlake-service
https://www.youtube.com/watch?v=UPFT4xlNE5g&ab_channel=TheObamaWhiteHouse
https://www.youtube.com/watch?v=5dpwG8HpPgI&ab_channel=TheObamaWhiteHouse
https://www.youtube.com/watch?v=5dpwG8HpPgI&ab_channel=TheObamaWhiteHouse


Kass-Hout 2020 

Amazon HealthLake helps with this. It ingests the data and then manipulates it in quite an involved 

way. It then does three things. (1) It normalizes the information. (2) It tags any dates. (3) It tags 

any key descriptions of events. Such key descriptions might be procedures, medications, diagnoses 

etc. It then creates an index. That is really important, because it enables the data to be searched. This 

cannot be underestimated: it’s not enough to have data, it must be searchable. Whole industries 

are built upon enabling organisations to search what they have (see Amazon Kendra). 

 

 

10. It’s part of something big 
 

Google Cloud have developed something called the Healthcare Data Engine. Elise Reuter writes 

that it: 

stores patient data in a FHIR format, a standard backed by interoperability rules.  

 

Google developed it based on its work with Mayo Clinic, which struck a 10-year 

partnership with Google earlier this year in hopes of creating an “AI factory.”  

So, the Healthcare Data Engine stores data and uses machine learning. This is something that 

Amazon HealthLake does. 

Amazon intends to do more in healthcare. Lee (2021) writes: 

Amazon, long assumed to be a sleeping giant in healthcare, is finally awakening.  

The technology behind Alexa is being used to help surgeons in operating theatres. Amazon is not 

quite the same as the other big tech companies, however. Its network of warehouses and delivery 

drivers are unique. These are potential medicine delivery infrastructures (as noted by Nicholas 

Desai). Therefore, in the next decades, we might not just see new toys for health providers, but 

the emergence of A Health Provider. 

In September 2019, we saw that Amazon had launched Amazon Care. This was a virtual clinic, 

allowing a select group to speak to doctors over video and phone. (This expanding area is called 

telemedicine or telehealth.) It was trialled on employees of Amazon in Seattle. Home visits could 

also be arranged. 

On 25th August 2022, it was reported that Amazon intends to close Amazon Care. It’s not within 

the scope of this article to provide a prognosis, but certainly, spinning things down doesn’t exactly 

signify failure at Amazon’s scale. 

 

 

See this 

https://medcitynews.com/2021/07/google-cloud-goes-head-to-head-with-aws-with-tool-to-standardize-health-data/
https://medcitynews.com/2021/02/mayo-clinic-google-eyeing-ai-factory-as-collaboration-moves-forward/
https://www.ft.com/content/fa7ff4c3-4694-4409-9ca6-bfadf3a53a62
https://www.cnbc.com/2019/09/24/amazon-launches-employee-health-clinic-amazon-care.html
https://en.wikipedia.org/wiki/Telehealth
https://www.ft.com/content/9b7cccf1-6f36-47fc-ba05-b37693a84219


https://www.youtube.com/watch?v=wNB5gu7klUo&ab_channel=AmazonWebServices  

 

Information retrieval: a health and biomedical perspective. 
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Amazon DynamoDB now supports an 
AWS FIS action to pause global table 
replication 
Posted On: Apr 30, 2024 

Amazon DynamoDB now supports an AWS Fault Injection Service action to pause replication for 
global tables. FIS is a fully managed service for running controlled fault injection experiments to 
improve an application’s performance, observability, and resilience. Global tables replicate your 
Amazon DynamoDB tables automatically across your choice of AWS Regions to achieve fast, 
local read and write performance. Customers can use the new FIS action to observe how their 
application responds to a pause in regional replication, and tune their monitoring and recovery 
process to improve resiliency and application availability. 

Global tables are designed to meet the needs of high availability applications, providing 
you 99.999% availability, increased application resiliency, and improved business continuity. This 
new FIS action reproduces the real-world behavior when replication to a global table replica is 
interrupted and resumed.  This lets customers test and build confidence that their application 
responds as intended when resources in a Region are not accessible. Customers can create an 
experiment template in FIS to integrate the experiment with continuous integration and release 
testing and to combine with other FIS actions. For example, DynamoDB Pause Replication is 
combined with other actions in the Cross-Region: Connectivity scenario to isolate a Region. 

DynamoDB Pause Replication is now available in all AWS commercial Regions where FIS is 
available. To learn more, visit the DynamoDB FIS actions documentation. 

 

https://aws.amazon.com/dynamodb/
https://aws.amazon.com/fis/
https://aws.amazon.com/dynamodb/sla/
https://aws.amazon.com/blogs/aws/use-aws-fault-injection-service-to-demonstrate-multi-region-and-multi-az-application-resilience/
https://docs.aws.amazon.com/general/latest/gr/fis.html
https://docs.aws.amazon.com/general/latest/gr/fis.html
https://docs.aws.amazon.com/fis/latest/userguide/fis-actions-reference.html#dynamodb-actions-reference
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Announcing AWS ROSA console 
support for the ROSA with hosted 
control planes preview 
Posted On: Aug 24, 2023 

In May, Red Hat announced the preview of Red Hat OpenShift Service on AWS (ROSA) with 
hosted control planes (HCP), a new deployment model for ROSA clusters. Today, we are 
introducing an AWS account configuration workflow for ROSA with HCP on the AWS 
Management Console. Under the original ROSA deployment model, now called ROSA classic, 
all AWS infrastructure required to run the ROSA control plane is hosted on your AWS account. 
Now, you can create ROSA clusters with the control plane hosted and managed on a service 
account. During the preview, ROSA with HCP clusters will not incur ROSA service fees and 
should not be used for production workloads. 

ROSA with HCP helps reduce the AWS infrastructure cost of running ROSA clusters, as the 
ROSA control planes are hosted and managed by Red Hat on AWS. The new deployment model 
reduces the ROSA cluster create time, and you can separately schedule OpenShift version 
upgrades for the control plane and the worker node machine pools. By moving control plane 
infrastructure out of your AWS account, ROSA with hosted control planes mitigates the risk that 
actions taken on your account lead to a degraded ROSA control plane. 

ROSA with HCP is available in preview today in the following AWS regions: US East (N. 
Virginia), US East (Ohio), US West (Oregon), Asia Pacific (Jakarta), Europe (Frankfurt), Europe 
(Ireland). 

To get started with ROSA with HCP, see Getting started with ROSA with HCP in the ROSA User 
Guide. Log in with your Red Hat account to learn more about Red Hat Technology Preview 
Features Support Scope. 

Corey Quinn in an email from Aug 28th 2023 

https://docs.aws.amazon.com/ROSA/latest/userguide/getting-started-hcp.html
https://docs.aws.amazon.com/ROSA/latest/userguide/getting-started-hcp.html
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AWS Announces AWS App Runner 
Posted On: May 18, 2021 

Amazon Web Services, Inc. (AWS), an Amazon.com (NASDAQ: AMZN) company, announces 
the general availability of AWS App Runner, a fully managed container application service that 
makes it easy for customers without any prior containers or infrastructure experience to build, 
deploy, and run containerized web applications and APIs in just a few clicks. Customers simply 
provide source code, a container image, or deployment pipeline, and App Runner automatically 

http://amazon.com/


builds and deploys the web application, load balances traffic, scales on demand, and monitors 
application health. 

Developed with AWS operational, security, and configuration best practices, App Runner 
eliminates the need for customers to manage infrastructure, servers, or container orchestrators. 
AWS maintains and manages the infrastructure running customer applications, which means that 
teams get to production quickly and efficiently. Out of the box, App Runner is built for web scale, 
so there’s no need to re-platform or re-architect as the business grows. It makes it simpler for 
customers to rapidly deliver innovative solutions and business value. App Runner is the easiest 
way for customers to run their web applications (including APIs, backend web services, and 
websites) on AWS. 

AWS App Runner is now generally available, and you can use it in the following AWS Regions: 
US East (N. Virginia), US East (Ohio), US West (Oregon), Europe (Ireland), and Asia Pacific 
(Tokyo). 

You can use AWS App Runner with the AWS console, AWS CLI, or AWS Copilot. To get started, 
visit our product page. 

 

 

 

 

 

 

 

 

 

 

 

Screenshot from [Garrison 2021] 

https://aws.amazon.com/apprunner/


AWS App Runner adds support to 
update and rebuild a failed service 
Posted On: Jun 30, 2023 

AWS App Runner adds support for editing and rebuilding a failed service. App Runner makes it 
easier for developers to quickly deploy containerized web applications and APIs to the cloud, at 
scale, and minimizing the need to manage infrastructure. 

You may face a failure scenario while creating an App Runner service, where the service is left in 
CREATE_FAILED state. Until now, App Runner did not support updating configurations or 
rebuilding a failed service. You needed to delete the failed service and create a new service to 
build with necessary changes to your source code or service configuration. Starting today, you 
can update and rebuild a failed service with or without any changes to the source code or 
configuration. This saves you cycles of creation and deletion in order to get the service to a 
successful state. 

You can update a failed service from the service configuration page in the App Runner console, 
or by using the UpdateService API. To learn more about App Runner service creation and 
troubleshooting guide for service create failures, see AWS App Runner service creation guide. 
To learn more about App Runner, see the AWS App Runner Developer Guide. 
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AWS announces the general availability 
of AWS Cloud Control API 
Posted On: Sep 30, 2021 

AWS announces the general availability of AWS Cloud Control API, a set of common application 
programming interfaces (APIs) that is designed to make it easy for developers to manage their 
cloud infrastructure in a consistent manner and leverage the latest AWS capabilities faster. Using 
Cloud Control API, developers can manage the lifecycle of hundreds of AWS resources and over 
a dozen third-party resources with five consistent APIs instead of using distinct service-specific 
APIs. With this launch, AWS Partner Network (APN) Partners can now automate how their 
solutions integrate with existing and future AWS features and services through a one-time 
integration, instead of spending weeks of custom development work as new resources become 
available. Terraform by HashiCorp and Pulumi have integrated their solutions as part of this 
launch. 

Cloud Control API enable developers to create, read, update, delete, and list (CRUDL) AWS and 
third-party service resources with consistent APIs. Resources include schema (properties and 
handler permissions) and handlers that control API interactions with the underlying services. 
Using Cloud Control API, developers have a uniform method to manage supported services 
throughout their lifecycle, so there are fewer APIs to learn as developers add services to their 
infrastructure. For instance, developers can create supported cloud resources using Cloud 
Control API’s CreateResource API, be it an AWS Lambda function, an Amazon Elastic Container 
Service (ECS) cluster, or hundreds of other AWS resources along with over a dozen third-party 
solutions available on the CloudFormation Registry spanning monitoring, databases, or security 
management resources. Developers can move faster by removing the need to author, maintain, 
and set up custom code across distinct service-specific APIs. Furthermore, Cloud Control API is 
up-to-date with the latest AWS resources as soon as they are available on the CloudFormation 
Registry, enabling APN partners to integrate their own solutions with Cloud Control API just 
once, and then automatically access new AWS resources without additional integration work. 

Cloud Control API is generally available in the following AWS Regions: US East (N. Virginia, 
Ohio), US West (Oregon, N. California), Canada (Central), Europe (Ireland, Frankfurt, London, 
Stockholm, Paris, Milan), Asia Pacific (Hong Kong, Mumbai, Osaka, Singapore, Sydney, Seoul, 
Tokyo), South America (Sao Paulo), Middle East (Bahrain), Africa (Cape Town), and AWS 
GovCloud (US). 

You can use the AWS CLI or AWS SDKs to get started with Cloud Control API. To learn more: 

 

• Visit the AWS Cloud Control API product page 

• Check out the AWS News Blog post  

• Refer to the User Guide and API reference 
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Announcing general availability of AWS 
Resilience Hub 
Posted On: Nov 10, 2021 

Amazon Web Services (AWS) has announced the general availability of AWS Resilience Hub, a 
new service that provides you with a single place to define, validate, and track the resilience of 
your applications so that you can avoid unnecessary downtime caused by software, 
infrastructure, or operational disruptions. 

The resilience of an application refers to its ability to maintain availability and recover from 
software and operational disruption within a specified target measured in terms of Recovery Time 
Objective (RTO) and Recovery Point Objective (RPO). Using AWS Resilience Hub, you can 
define your applications’ resilience targets (RTO and RPO) and help validate that these targets 
can be met prior to deployment. AWS Resilience Hub provides automated assessments that 
identify resilience weaknesses and provide recommended remediation. AWS Resilience Hub 
also integrates with AWS Fault Injection Simulator to test that resilience targets can be met under 
different conditions (e.g., database disruptions). When integrated into customers’ CI/CD 
pipelines, AWS Resilience Hub provides continuous resilience assessments and testing. 

AWS Resilience Hub provides a comprehensive view of your overall application portfolio 
resilience status through its dashboard. To help you track the resilience of applications, AWS 
Resilience Hub aggregates and organizes resilience events (e.g., unavailable database or failed 
resilience validation), alerts, and insights from services like Amazon CloudWatch and AWS Fault 
Injection Simulator. AWS Resilience Hub also generates a resilience score, a scale that indicates 
the level of implementation for recommended resilience tests, alarms, and recovery SOPs. This 
score can be used to measure resilience improvements over time. 

AWS Resilience Hub is available today in US East (Ohio), US East (N. Virginia), US West 
(Oregon), Asia Pacific (Singapore), Asia Pacific (Tokyo), Europe (Ireland), and Europe 
(Frankfurt). Additional regions will be added in the future. 

You can try AWS Resilience Hub free for 6 months – up to 3 applications. After that, the AWS 
Resilience Hub price is $15.00 per application per month. Metering begins once you run the first 
resilience assessment in AWS Resilience Hub. You will incur charges for any AWS service 
provisioned by AWS Resilience Hub. Consult your AWS pricing plan for more details on 
additional charges and visit the AWS Resilience Hub pricing page. 

To learn more about AWS Resilience Hub, visit our product page. 
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Questions: 

1. Might we one day have a digital twin of a river? Or a rat? A bacterium? 

2.  

 

 

 
 



 

 
Above, we can see an image from a discussion of AWS IoT TwinMaker. The discussion 

addresses a number of questions: 

 What is a digital twin? 

   

 
“Model induced escape: the model itself creates the reasons for the model failing. Something 

similar happens with spam filters. If you have a really good spam filter then the authors of spam 



will use that spam filter in order to create new and wonderful types of spam, and thereby render 

your spam filter no longer operative. 

This has a consequence for digital twins, particularly where digital twins are designed to reflect the 

patterns of behavior of people (this would apply in other areas too).  

So, the idea is that the very existence of a digital twin, operating in relation to people’s behaviour 

patterns, will lead to changes in those behaviour patterns. There will now be a digital twin inside 

that system and so the digital twin will no longer be accurate because the digital twin does not 

accommodate this new feature of the system which it is supposed to be a model of, namely that 

the digital twin is no longer a part of the system. 

Now, this is a very beautiful part of the system – a digital twin must always be no longer be a twin 

once it is installed. But now, there are more substantial ways in which the digital twin will change 

behaviour. There will be some who will react to the knowledge that they are being monitored by 

a digital twin by protesting that their behaviour is being monitored. 

These attitudes are nicely summarised in this book from 1999: 
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What is AWS IoT FleetWise? 

 

 

 

 

 



 

 

 

 

NXP 

Jeff Singer, the Senior Product Manager for FleetWise, introduces Brian Carlson 

onto the stage. Carlson is from NXP, a partner of AWS. It is explained that NXP 

have: 

decades of experience. A culmination, going back to Motorola, FreeScale, 

and Philips semiconductors. So, decades of experience in automotive 

processing, security. 

Your passport probably has our chip in their, for security—or your bank 

cards; enterprise networking. What we basically did here is converge all of 

that expertise and knowledge from our side into a single chip that really 

matches well with what AWS are doing in automotive, specifically here with 

FleetWise. 

 [Singer 2021] 
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“So you can see, we continue to seek ways to make the cloud more powerful 

and more cost-effective for every workload. 

But do we really mean every workload? What about mainframes? 

A lot of companies, of course, have been running applications on 

mainframes for many decades. Customers from every industries still rely on 

them. 

But mainframes are expensive. complicated. And there are fewer and fewer 

people who are learning to program COBOL these days. So, maintaining a 

mainframe is like trying to shoot a basketball with two feet on the ground – 

you know you can do it, but you also know there’s got to be a better way. 

This is why so many of our customers are trying to get off their mainframe 

as fast as they possibly can, to gain the agility and elasticity of the cloud. 



We’ve seen customers reduce their costs by up to 70% (or more) after 

migrating. 

Now there are a couple of different paths that customers take. Some start 

with a “lift and shift” approach and bring the application pretty much “as 

is”. Others refactor and break the application down into microservices in 

the cloud. 

Neither road is as easy as customers would like, and in fact whichever way 

you go can take months, even years. You have to evaluate the complexity of 

the application’s source code, understand the dependencies on other 

systems, convert or recompile the code, and then you still have to test it.   

All of this is before you’ve actually moved anything. It can be a messy 

business, and it involves a lot of moving pieces. 

It isn’t something that people really want to do on their own and while we 

have lots of partners that can help, even then it’s a lot of time to be standing 

with two feet on the ground while your competitors are shooting 

jumpshots. 

So today I’m really pleased to announce AWS Mainframe Modernization, 

which is a new service to make it faster to migrate, modernize and run 

mainframe applications on AWS.  

 

[Selipsky 2021: 31:03] 
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AWS Mainframe Modernization is 
now generally available 
Posted On: Jun 8, 2022 

Introduced at re:Invent in November 2021, AWS Mainframe Modernization is now generally 
available for customer and partner use. Mainframe Modernization is a unique platform that allows 
you to migrate and modernize your on-premises mainframe workloads to a managed and highly 
available runtime environment on AWS. The service currently supports two main migration 
patterns—replatforming and automated refactoring—so you can select your best-fit migration 
path and associated toolchains based on your migration assessment results. 

Use Mainframe Modernization to easily migrate and modernize your mainframe applications, 
increasing agility and reducing costs. You can break up and manage your complete migration 
with infrastructure, software, and tools to refactor or replatform legacy applications. Deploy, test, 
run, maintain, operate, and evolve migrated applications in the runtime environment with no 
upfront costs. 

To learn more and start planning your mainframe migration and modernization to AWS today, 
see the AWS Mainframe Modernization web page and the AWS Mainframe Modernization User 
Guide. 
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Since the introduction of System/360 on April 7 1964, mainframe computers have enabled many 
industries to transform themselves. The mainframe has revolutionized the way people buy things, 
how people book and purchase travel, and how governments manage taxes or deliver social 
services. Two thirds of the Fortune 100 companies have their core businesses located on a 
mainframe. And according to a 2018 estimate, $3 trillion ($3 x 10^12) in daily commerce flows 
through mainframes. 

Mainframes are using their very own set of technologies: programming languages such 
as COBOL, PL/1, and Natural, to name a few, or databases and data files such 
as VSAM, DB2, IMS DB, or Adabas. They also run “application servers” (or transaction 
managers as we call them) such as CICS or IMS TM. Recent IBM mainframes also run 
applications developed in the Java programming language deployed on WebSphere Application 
Server. 

[Stormacq 2022] 
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Introducing AWS re:Post, a new, 
community-driven, questions-and-
answers service 
Posted On: Dec 2, 2021 

Amazon Web Services (AWS) announces the availability of AWS re:Post (re:Post), a new, 
community-driven, questions-and-answers service to help AWS customers remove technical 
roadblocks, accelerate innovation, and enhance operation. AWS re:Post enables you to ask 
questions about anything related to designing, building, deploying, and operating workloads on 
AWS, and get answers from community experts, including AWS customers, Partners, and 
employees. 

AWS re:Post replaces AWS Forums and introduces new ways to improve the accuracy of 
answers provided, as well as the likelihood of receiving an answer from the community. AWS 
re:Post automatically connects your question with subject matter experts, and is also integrated 
with AWS Support. Customers with AWS Premium Support subscriptions receive responses from 
AWS employees for questions that are not answered by the community. 

AWS re:Post is part of the AWS Free Tier and is available to anyone with an AWS account 
at https://repost.aws. 
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Application Migration Service 

(AWS MGN) 

Announcing general availability of 
AWS Application Migration Service 
Posted On: May 18, 2021 

Amazon Web Services (AWS) has announced the general availability of AWS Application 
Migration Service (AWS MGN), a new service that enables organizations to move applications to 
AWS without making changes to the applications, their architecture, or the migrated 
servers. AWS Application Migration Service is the primary migration service recommended for 
lift-and-shift migrations to AWS. Customers currently using CloudEndure Migration or Server 
Migration Service (SMS) are encouraged to switch to AWS Application Migration Service for 

Corey Quinn on re:Post, in an email sent on August 28th 2023 

https://aws.amazon.com/application-migration-service/
https://aws.amazon.com/application-migration-service/


future migrations. Visit our product comparison page for specific reasons to use CloudEndure 
Migration or SMS. 

AWS Application Migration Service minimizes time-intensive, error-prone manual processes by 
automatically converting source servers from physical, virtual, and cloud infrastructure to run 
natively on AWS. This helps to simplify the migration of all types of applications to AWS, 
including enterprise applications such as SAP CRM, Oracle E-Business Suite, Microsoft 
SharePoint, and commercial databases. 

AWS Application Migration Service continuously replicates your source servers without 
interfering with the normal operation of the servers, enables non-disruptive testing prior to 
cutover, and allows for cutover windows measured in minutes. With AWS Application Migration 
Service, you use the same straightforward process, regardless of source infrastructure, operating 
system, or the application being migrated. It does not require server reboots or changes to the 
source infrastructure. 

AWS Application Migration Service is based on the technology of CloudEndure Migration and 
provides similar capabilities, but is available on the AWS Management Console. This enables 
seamless integration with other AWS services, such as AWS CloudTrail, Amazon CloudWatch, 
and AWS Identity and Access Management (IAM). 

AWS Application Migration Service is currently available in US East (N. Virginia), US West 
(Oregon), US East (Ohio), Asia Pacific (Tokyo), Asia Pacific (Sydney), Asia Pacific (Singapore), 
Europe (Ireland), Europe (Frankfurt), and Europe (Stockholm). 

You can use AWS Application Migration Service free for 90 days for each server you want to 
migrate. You pay only for AWS infrastructure that is provisioned during migration and after 
cutover, such as compute (Amazon EC2) and storage (Amazon EBS) resources. Visit the pricing 
page for additional details.  

To learn more about AWS Application Migration Service, see our documentation. To get started, 
sign in to the AWS Application Migration Service Console. 
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